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A New Approach for the Development of a Public Use Microdata File for Canada’s 2011 National Household Survey

1. Introduction

Statistics Canada has been producing anonymized Public Use Microdata Files (PUMFs) from the Census Program
long form samples since the 1971 Census. For the 2011 National Household Survey (NHS), which replaced the long
form, an individual (person level) and a hierarchical (household level) PUMF were produced using the same approach
as previous censuses. Representative subsamples of 2.7% and 1% of the Canadian population, respectively, were
taken from the 2011 NHS and global recoding and local suppression were used to protect data confidentiality.
Additionally, in answer to requests from Integrated Public Use Microdata Series-International (IPUMS-International),
and to meet the needs of users who prefer to work with unsuppressed data, Statistics Canada has agreed to also
produce a third, hierarchical, PUMF that relies on perturbation instead of suppression to protect data confidentiality.
This paper describes the creation of this new type of PUMF for the Agency. The next section gives background
information on the project. Section 3 presents the approaches used for sample selection and disclosure control.
The disclosure control strategy is centered on targeted data perturbation, whose application is covered in detail in
Section 4. Concluding remarks are given in Section 5, which also provides summary results on the outcome.

2. Background

IPUMS-International disseminates integrated, confidentialized census microdata samples to researchers world-wide.
As of 2013, 238 samples representing 74 countries were made available to more than 7,000 registered users,
including several Canadian researchers (McCaa, et al., 2013). In response to requests from that organization,
Statistics Canada has agreed to produce a detailed hierarchical PUMF from the 2011 NHS. Unlike current PUMFs
produced by the Agency, the protection of data confidentiality would be achieved through data perturbation. The
special PUMF would be provided to IPUMS-International to add to their collection after some manipulation on their
part. IPUMS-International increases international comparability by adding metadata and content. For example, it
creates standardized versions of variables and adds family relationships (Sobek and Kennedy, 2009).

Following discussions with IPUMS-International, Statistics Canada agreed that the special PUMF would include a set
of 48 variables for a sample of about 2.7% of the population. Some variables, such as age, occupation and place of
birth, would be very detailed, possibly at a cost of higher levels of perturbation.

3. Overall approach for creating the PUMF

The creation of the PUMF required finalizing the data content, selecting the 2.7% sample from the 2011 NHS,
developing and applying a disclosure control strategy, and producing household weights for estimation and variance
estimation.

3.1 Finalizing the data content

The data content was determined in consultation with IPUMS-International and subject-matter specialists. Variable
categories were grouped in an attempt to balance confidentiality and analytical needs. The only geographical variables
are Province, with the Territories combined, and a rural indicator, which was collapsed in PEI and the North. Instead
of grouping, Age and income variables would be subjected to noise addition and top/bottom coding. For place of
birth (POB), mother tongue (MTN), Occupation (OCC) and Citizenship, a minimum population size of 125,000 was
used to determine the final categories. For OCC and POB, categories were grouped to respect the target. Smaller
hard-to-collapse categories, for example Oceania, were left as is. For MTN and Citizenship, categories below the
target were placed in a residual category. For Industry (IND), the 2-digit NAICS was generally followed. In the North,
POB, MTN, derived Visible Minority (DVM), and non-Christian Religion (REL) categories with less than 400 people
were put in a separate category. Those separate categories should have a negligible impact on analyses as they
cover a very tiny portion of the Canadian population.
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3.2 Selecting the public use microdata samples (PUMS) from the 2011 NHS

Sample selection was complicated by the presence of related PUMFs, which increases the risk of reidentification.
As noted, two traditional 2011 NHS PUMFs were being produced. Additionally, post-censal surveys like the 2012
Aboriginal Peoples Survey (APS) and the 2012 Programme for the International Assessment of Adult Competencies
(PIAAC), which selected Aboriginal and Immigrant households from the 2011 NHS, were also releasing PUMFs. To
minimize the risk of reidentification, it was decided to avoid overlap with those PUMFs as much as possible. Overlap
among the three 2011 NHS PUMFs was avoided by splitting the 2011 NHS into three portions, with 45/109" reserved
for the present PUMF. By incorporating frame and design information from the post-censal surveys in the selection
process, overlap with those surveys was nearly eliminated. The result was a 2.78% sample with minimum sample
weight of 32 (shared by more than 85% of the households) and maximum weight of 242.22=10,900/45.

3.3 Developing and applying a disclosure control strategy

The disclosure control strategy is based on a mix of global recoding and targeted perturbation. As noted before,
categorical variables were grouped to reduce the need for perturbation. The minimum threshold for categories for
variables like POB and MTN was set at 125,000 after a threshold of 100,000 yielded too many problem cases.
Further grouping was done in the North. Age and income variables were subjected to both noise addition and
top/bottom coding. Age was top-coded at 85. Top codes for income variables were calculated by province (with the
North treated separately), rural indicator and sex. For employment income and government transfers, 99™ percentiles
were used, whereas for other market income 98" percentiles were used. Values above each top code were replaced
by their weighted mean. All income variables were bottom coded at -30,000 for women and for men in the Atlantic
provinces and the North, and at -50,000 for men elsewhere. Perturbed income values were also rounded to base
100 except for nonzero values between -50 and +50, which were set to +1.

Data perturbation efforts focussed on individuals and households with a high risk of disclosure. Candidates were
identified through the application of rules and the use of disclosure risk measures.

For several years now Statistics Canada has been using disclosure risk measures as part of its strategy for creating
PUMFs. For this project, it was decided to combine two of them: multiplicity and a Data Intrusion Simulation (DIS)
measure. Both work from a set of identifying variables (IVs), i.e., actual or derived PUMF variables that, in combination,
can be used to identify individuals with unique values in the sample as well as in the population (e.g., a 68-year old male
dentist in PEI). A microdata file can include a large number of IVs, but it does not make practical sense to use them
simultaneously to identify individuals at risk — nearly everyone would be unique. Risk scenarios involving a few Vs at
a time were thus created and results were obtained by subgroups created from widely or easily known characteristics
(e.g., all combinations of three IVs, by province and sex). Subgroups are useful to include certain characteristics,
like sex, in every risk scenario or when different subpopulations are at different levels of risk (e.g., respondents from
smaller provinces are usually more at risk than those from larger ones).

The first risk measure, multiplicity, takes combinations of Vs, say three at a time within subgroup, and counts the
number of times each unit is sample unique (i.e., the only respondent in his/her subgroup with a particular combination
of IV values). The count, called multiplicity score, is related to the unit’s identification risk since units that appear as
unique in more tables are more likely to be identified as unique in the population. The multiplicity score is a heuristic
concept. One problem with it is that it ignores features of the sample design that affect risk, such as the sample rates.
Another problem is that it is difficult to come up with a theoretical threshold for a maximum acceptable score unless
one is dealing with the simplest of sample designs (Bernoulli sampling).

The other risk measure is based on the Data Intrusion Simulation, a method of estimating the probability that, for
a given scenario (set of IVs), a hacker who matched an arbitrary unit in the population against a sample unique on
the PUMF is correct. For Bernoulli and Poisson sampling this probability is estimated from the number of sample
uniques and pairs, and the average weight of units in pairs (Skinner and Elliot (2002), Skinner and Carter (2003)).
The probability, calculated for any subgroup and scenario, can be assigned to every sample unique therein. This
assignment can generate some peculiarities. For example the estimated probability for, say, a dentist who is sample
unique may be affected by whether civil and electrical engineers are placed in the same or different categories. The
estimated probability is 1 when there are sample uniques but no doubles for a given scenario. Its variance can be
quite high. However, the simplicity and theoretical foundation of DIS makes it a very attractive tool for comparing
strategies, like the impact of providing different levels of geographical detail on the overall risk.
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The two measures were combined into a single unit-level risk measure as follows. Given a set of IVs, forn =1, 2,
and 3, all possible n-way tables by subgroup were generated, and the DIS probability for each table was assigned to
each of its sample uniques. Rather than count up the number of times that a unit was unique, the five worst (highest)
probabilities for that unit were taken. The probability was 0 for tables where the unit was not unique. The risk measure
used, called DIS here, is the probability that the unit does not get correctly matched in any of the five n-way tables
where it is most likely to be matched (treating tables as if they were independent). If DISy represents the i 1" highest
risk for a unit, then DIS 5y = 1 =TI ?=1( 1 — DIS;)- Units with DISe) above our threshold were considered to be at risk.

The DIS probability estimates assume that the population is unclustered. The hierarchical nature of the PUMF
necessitated some adaptation. Household members can share characteristics like place of birth, level of education
and religion that will affect the table counts of uniques and pairs. In calculating person level risk, households were
only allowed to contribute 0 or 1 unit to each cell. For household level risk the approach taken was to generate
household level Vs and subgroups. Household IVs used in one-couple households include household type
(e.g., three-generation household), the places of birth present, the highest level of education, the joint occupations of
both spouses, the age/sex distribution of their children (counts for 13 age-sex groups collated into a single V). Some
household IVs, like the previous one, could have hundreds of categories.

Once units at risk were identified it was necessary to determine which variable(s) should be perturbed. The target
variable was often determined using the risk measure again. We generated an individual DISy, measure for each IV.
DIS( was similar to DISi) except that it was based on the five worst tables that did not include the specified IV. If a
unit’s DISg) was above our threshold, but some of its DIS(y were below, then those IVs were preferred candidates
for perturbation. The choice of IV depended on factors such as how easy it was to perturb the IV and whether a
particular IV was already perturbed enough times when it was the only choice (which was the case for OCC). When
none of the DISyy went below the thresholds, the IVs with the lowest DISw may have been perturbed, or more than
one IV was perturbed. Sometimes, a different IV was used just because it was a good candidate for masking. For
example, changing someone’s DVM would make it much less likely for them to be identified through spontaneous
recognition. For a few thousand households, both DISi and the DISy never went below 1. Many of these so-called
unresolvable households underwent more drastic perturbation measures such as changing province, adding,
removing or swapping members, swapping members’ education-employment histories, etc.

Candidates for perturbation were also identified by applying deterministic rules and using estimated population
size thresholds. This was done particularly for ethno-cultural variables like POB, MTN, DVM and religion. Rules also
targeted large households. Household size was capped at 11. Larger households were either split in two or had a
few members removed. Large household below 11 were also subjected to more drastic perturbation. Section 4 gives
more detail about some of the other deterministic and threshold rules used. Although for reasons of confidentiality
and brevity not all methods used are presented, the section provides a good overview of the types of strategies used.

3.4 Producing household weights for estimation and variance estimation

After the perturbation was done, sample weights were calibrated so that PUMF estimates added up to Census
population counts for 33 post-strata. Post-strata were generated by crossing province/the North, and three
household types: households with 2 or more Aboriginal members, other households with 6 or more members and
other households.

The PUMF sample is close to a self-weighting sample of households, with 85% of the weights equal to 32. As was
the case for the traditional 2011 NHS PUMFs, the Random Group Method (Wolter, 2007) was used to allow users
to generate variance estimates. With this method, sample households are randomly distributed among 8 replicates.
Normally, following this step, each household has a replicate weight that is 8 times larger than its original weight, if it
was selected for that replicate, and zero otherwise. The calibration step is then repeated for each replicate, leading
to a set of 8 calibrated replicate weights for each household, which are equal to zero 7 times out of 8.

One problem with zero weights is that they can yield estimates of zero, which could lead to problems for certain
types of analyses; a solution is proposed by Rao and Shao (1999). To avoid having replicate weights equal to zero,
rather than using the replicate weights as is, each replicate weight was replaced by the simple average of the original
weight and the replicate weight. This yields a weight that is one-half of the original weight when the household is not
in a particular replicate. It is those weights that were calibrated. The result is a set of 8 nonzero replicate weights for
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each household that can be used to generate replicate estimates for variance estimation purposes. More information
on the estimation of variance using the (calibrated) replicate weights is provided in 20771 National Household Survey
Special PUMF (Statistics Canada, 2015).

4. Application of the data perturbation strategy

This section provides more information on the application of the data perturbation strategy, starting with the
application of the risk measure.

4.1 Application of the disclosure risk measures

DIS risk measures were generated for both individuals and households. Disclosure risks for individuals were calculated
only for members aged over 15 since little information was provided about younger members other than age, sex and
ethno-cultural characteristics. Younger members would be covered by household level analyses and by the additional
treatment of ethno-cultural variables. The risk analysis for individuals was done by subgroup defined by province, rural
indicator, and sex. Within each subgroup, scenarios involving 16 IVs taken one, two and three at a time were used to
calculate the DISg). Vs used were not necessarily variables as present on the PUMF. Quantitative variables like age
and income were grouped into categories. Other variables were merged for convenience (e.g., Aboriginal identity was
combined with DVM and the English/French mother tongue variables were combined with MTN). While the PUMF
does not directly identify couples, some couples could be formed using the variables Relation to Person 1 (R2P1)
and Marital Status. This allowed a distinction to be made between same sex and opposite sex unions in the IV
marital status. Less than 1% of the approximately 770,000 respondents aged over 15 had a DISg) value above our
risk threshold.

Using couples as formed above, household level risks were generated for four types of households: one-person
households (around 98,000 households), one-couple households (216,000), multi-couple households (4,000) and
other (no-couple) households (53,000). A set of IVs and subgroups was created for each household type. For
one-couple households subgroups were defined by province, rural indicator, sexes of the couple (MM, MF, FF), and
a variable called household class. Household class had categories such as couple only, with children (only), with
one parent, with grandchildren, with a parent and children, with children and grandchildren, and various types of
multi-generational households with one couple. The presence of unrelated members generated more household
classes. There were 24 Vs including household size (slightly grouped), household income group, the couple’s joint
education, occupation or ethno-cultural characteristics, combined characteristics of their children or other members,
dwelling characteristics, etc. Some variables, like the age-sex distribution of children, had hundreds of categories.
As expected, the risk was much, much higher when working at the household level. Nearly 40% of the one-couple
households had DISg) above our threshold, including several thousand with an estimated risk of 100%. For a large
proportion of the households at risk, removing the IV for the joint occupation of the spouses brought the risk value
DISv below our threshold.

Only about 4% of one-person households were above our risk threshold. The risk analysis for those households was
done for 18 IVs, with subgroups formed by crossing province, rural indicator, and sex.

Results for the third largest group, no-couple households, were closer to those for one-couple households, with
over 30% of household at risk. For these households 21 Vs were used and subgroups based on province, rural
indicator, and household class. Household classes were lone-parent households, lone-grandparent households,
three-generation households, other lone parents living with relatives, lone parents living with non relatives, other
households of related individuals only, households of unrelated individuals only, other households with children, and
other households. The IVs were created in a fashion similar to one-couple households.

The analysis for multi-couple households used 22 IVs and subgroups defined by region (Atlantic, Quebec, Ontario,
Manitoba+Saskatchewan, Alberta, B.C., and the North) and household class, which could take up to 48 different
values. The combination of small sample and multi-valued IVs and subgroups meant that all the households exceeded
our risk thresholds; and for over 4/5" the risk was 100%. Based on earlier studies involving hierarchical PUMFs these
results were not surprising.
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Once persons and households at risk were identified the next step consisted of identifying the variable or variables to
perturb, as described in Section 3.3. For multi-member IVs, such as spouses’ OCC, it was also necessary to choose
which member(s) to perturb. Often OCC was singled out for perturbation. To reduce the extent of perturbation for
this variable an alternate variable was selected whenever possible. Also, when the risk was not much higher than our
threshold, perturbation was not carried out on a 100% basis. Perturbation was also avoided for some other variables
in this step. This was the case for POB, MTN and DVM. These variables are extremely complicated to perturb
because of the multiple relationships that exist between them (and with other variables like citizenship and religion)
and between household members. Moreover, these variables were already subject to perturbation as a result of the
ethno-cultural analyses (see Section 4.3).

Advantage was taken from the fact that variables such as income and occupation were imputed much more often
than others on the 2011 NHS (around 10% for OCC). When these variables were imputed on the 2011 NHS, their
values were treated as if they had already been perturbed, which was often enough to designate the unit as protected.
(It may have been useful to include the fact that the values were imputed when calculating the risk, but there was not
an easy way to do that.)

4.2 Perturbation of units at risk

Four types of perturbation were carried out. The simplest was the addition of random noise to quantitative
variables like Age and income. When an income variable was selected for perturbation, its value was usually
multiplied by a factor 1+&, where € was a random noise that followed the split triangular distribution (shaped
like bJTLb) The perturbation of age was done in a similar way except for individuals aged 15 to 33, whose
perturbation was made to better reflect their age distribution by marital status and highest degree completed (HCDD).
Instead of perturbing those ages in each direction 50% of the time, the perturbation probabilities followed the age
distribution of people with the same marital status in neighbouring ages. So a married 18 year-old would be much
more likely to have his age increased rather than decreased.

The second perturbation method was swapping, which had the advantage of preserving univariate statistics. Swapping
was applied to individual variables or to sets of variables between persons, to persons between households, and
to households between regions. When the number of units to be swapped allowed it, efforts were made to swap
among similar units. This could be achieved in two ways. First, swapping could be done within swapping cells
created by crossing variables such as region, sex, income or education level. Second, units within a swapping
cell could be sorted by an ordinal variable like income or education, so that individuals with the lowest/highest
values for that variable would tend be swapped together. Proper swapping required a fair amount of preparation.
For example, to swap the OCC of individuals in such a way that swapping partners never shared the same OCC, a
minimum requirement was that a swapping cell could not have more than 50% of its members with the same OCC.
If necessary, swapping cells could be collapsed or merged, or individuals could be moved to/from neighbouring
swapping cells until the requirement was met.

The third perturbation method was the application of a specific change to a randomly selected set of units. For
example, among households for which it was decided to change the number of children, a specific number were
randomly chosen to gain children and the rest would lose children. Finally, deterministic and random perturbations
were carried out. Such perturbations were particularly used in the treatment of ethno-cultural variables, which is
described in Section 4.3.

The variable with the highest number of perturbation swaps was OCC. To minimize the impact of OCC swapping on
different types of analyses, two swapping approaches were used more or less the same number of times.

The first consisted of clustering occupations and swapping OCC values within clusters. Using generalized principal
components (PRINQUAL procedure in SAS®) we formed 21 classes of OCCs that are similar in composition, i.e., their
mix-up of individuals with respect to POB, DVM, religion, year of immigration, income group, HCDD, field of study,
region, age and sex. OCC swapping was done within OCC class, HCDD, and sex. When necessary to ensure full
matches, some collapsing or category “jumping” was done. The clustering was used as much as possible. However,
about a quarter of individuals had occupations that were alone in their class. OCC swapping for these individuals was
carried out within groups generated using sex, employment income, rural indicator, and HCDD.
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The second swapping approach was similar to one used by the U.S. Census Bureau and Westat (Krenzke, Li, and
Zayatz, 2013). We formed swapping cells of individuals using a cross-classification of relevant variables. The most
important variable is what Krenzke et al. (2013) call the cluster or prediction group. This is a grouping of individuals
so that the individuals in the same group have similar predicted probabilities of belonging to the 70 different OCCs.
The probabilities of belonging to different OCCs were modelled based on covariates POB, MTN, DVM, religion, year
of immigration, income group, HCDD, field of study, region, age, sex, full time/part time work status, and school
attendance. The subjects were then classified into 70, 58, and 25 groups according to their predicted probabilities.

Finally, swapping cells were created using the cross-classification of prediction group (70, 58 or 25, depending on
donor pool size), income group, either skill type or skill level, sex, region, and survey weight group. Swapping was
carried out within swapping cells as much as possible, but some collapsing of the least important variables was
allowed when necessary. For a small percentage of cases the HCDD of the swapping partners were far apart. We
redid the swapping for those individuals controlling for sex, HCDD, income group and, when possible, the 25-level
prediction group.

The use of clustering helped to maintain relationships between OCC and related variables on the PUMF. To better
preserve specific relationships, some variables were swapped alongside OCC. This was not done always, as
there was a trade-off between preserving a variable’s relationship with OCC on the one hand, and preserving its
relationships with all other variables — and the desire to minimize overall perturbation rates — on the other. Industry
(IND) was swapped alongside OCC always, and Field of study, most of the time. HCDD was swapped with OCC
when the swapping partners were not sufficiently close with respect to HCDD, which was more likely when HCDD
was not used in the original swapping.

Swapping was also used, to a smaller extent, for dichotomous and nominal variables at risk. Instead of swapping,
perturbation for ordinal variables such as HCDD usually consisted of replacing values by neighbouring categories.
This was done in a balanced manner to maintain marginal distributions as much as possible.

Aside from the random perturbation of Age, controls were applied to unusual differences in the ages of spouses
and in the ages of parents and their children. The population distribution was used to set top and bottom codes
for differences in spouses’ ages. Great differences were reduced by changing one or both spouses’ ages. A similar
treatment was done for unusual differences in parent-children ages.

The most severe perturbation methods were used on unresolvables and on households at risk because of
ethno-cultural variables but for which we did not want to change such variables. Methods used included changing
the sex of members, changing their “life stories” (essentially the occupation and education variables), swapping
persons between households, adding/removing children, and swapping geography. Swapping was usually carried
out between similar persons/households.

4.3 Treatment of ethno-cultural variables

Ethno-cultural variables, particularly POB, MTN, DVM and religion can be problematic because they are more
visible and because there are strong relationships between those variables for individuals and within households.
Rules based on population thresholds were applied to those variables to identify individuals and households at risk.
Examples are: values that are rare for their province; rare combinations of variable values for an individual; households
with more than two category values for a variable (other than the commonest categories like POB in Canada, English
or French MTN, not a visible minority...); rare mixes of values for spouses or within households, etc. In treating these
rare cases we aimed to perturb the fewest members and values possible, but also wanted to respect relationships
between variables and members. When a characteristic’s value was changed the change usually affected all relatives
with that value.

POB was easiest to change because its relationship between members was the weakest. Its large number of categories
also made it the riskiest ethno-cultural variable. It was difficult to change DVM or MTN without changing POB as
well (unless the change was to make these variables more “compatible”). Although the total number of perturbations
was reasonably small, the treatment of rare cases did have an impact on the data. Univariate frequencies were
generally not affected by much, although the rarest categories were affected the most. For POB (with Canadian POBs
combined), MTN, DVM and religion, if we exclude the categories “Unspecified — Person lives in Northern Canada”,
the net impact of perturbation was never above 3%, and it was above 1.2% only 5 times.
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Treatments for multiple and/or rare combinations of values within a household did make households slightly more
homogeneous (e.g., households with too many POBs had POBs dropped). Rare combinations of variable values
usually had one variable/value replaced, preferably by another value present in the household. This may reduce the
occurrence of unusual cases such as immigrants from Europe whose visible minority status is of Asian origin.

Changes to POB and MTN sometimes triggered changes to other variables such as religion, citizenship, POB of
Father/Mother, home language and language at work. POB perturbation was usually carried out separately for
persons born in Canada and elsewhere to avoid having to change year of immigration.

5. Conclusion

The special PUMF included 925,564 individuals from 370,192 households. Excluding the small noise added to Age
and income variables, 40% of individuals had values perturbed — 45% for individuals aged over 15. About 15% of
individuals had more than one variable perturbed. Around 74% of the households with more than one member had at
least one member’s values perturbed beyond the “small noise”. Although some practices such as top/bottom coding
and the treatment of ethno-cultural variables may have increased data homogeneity, efforts were made to carry out
perturbations in ways that reduced their impact on existing relationships. This was done particularly for variables that
were perturbed more heavily like OCC.

Univariate population estimates from the PUMF were compared to those from the 2011 NHS. Differences could be
introduced during the subsampling, perturbation and/or calibration steps (although calibration generally improved
results). Excluding variables “Hours worked” and “Weeks worked,” there were about 450 answer categories on the
PUMF, and for three-quarters of them the difference with the 2011 NHS was within 1.25%. Only 23 categories had a
difference of over 3%. For three of them (age categories 79 and 84 and Field of study category “Other”) the difference
was over 5%. Bivariate relationships were affected more, especially among rarer characteristics. It was following
Subject matter reviews of such relationships that improvements were made to the perturbation of age and OCC.

The creation of this PUMF using data perturbation techniques, a first for Statistics Canada, was in many ways a
research development project. In the process, ways were devised to avoid overlap with other PUMFs, to adapt and
apply risk measures for a multitude of personal and household characteristics, and to carry out perturbations for
related characteristics. During this process many lessons were learned whose benefit will extend to future work on
PUMF creation at Statistics Canada.
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