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Individual differences in impulsive and risky choice are key risk factors for a variety of maladaptive 
behaviors such as drug abuse, gambling, and obesity. In our rat model, ordered individual differences are 
stable across choice parameters and months of testing, and span a broad spectrum, suggesting that rats, like 
humans, exhibit trait-level impulsive and risky choice behaviors. In addition, impulsive and risky choices 
are highly correlated, suggesting a degree of correspondence between these two traits. An examination of 
the underlying cognitive mechanisms has suggested an important role for timing processes in impulsive 
choice. In addition, in an examination of genetic factors in impulsive choice, the Lewis rat strain emerged 
as a possible animal model for studying disordered impulsive choice, with this strain demonstrating 
deficient delay processing. Early rearing environment also affected impulsive behaviors, with rearing in 
an enriched environment promoting adaptable and more self-controlled choices. The combined results 
with impulsive choice suggest an important role for timing and reward sensitivity in moderating impulsive 
behaviors. Relative reward valuation also affects risky choice, with manipulation of objective reward value 
(relative to an alternative reference point) resulting in loss chasing behaviors that predicted overall risky 
choice behaviors. The combined results are discussed in relation to domain-specific versus domain-general 
subjective reward valuation processes and the potential neural substrates of impulsive and risky choice.
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Impulsive choice is measured by presenting a choice 
between a smaller reward that is available sooner (the SS) 
and a larger reward that is available later (the LL). Thus, the 
impulsive choice paradigm pits reward magnitude against 
delay to reward by essentially asking whether an individual 
is willing to wait longer to receive a better outcome (Mazur, 
1987, 2007). Impulsive choice is indicated by preferences 
for the SS, particularly when those choices lead to less 
overall reward earning, and are thus maladaptive, whereas 
choices of the LL (when it is more objectively valuable) are 
indicative of greater self-control. Individual differences in 

impulsive choice are associated with numerous maladaptive 
behaviors and disorders such as: attention deficit hyperac-
tivity disorder (ADHD; Barkley, Edwards, Laneri, Fletcher, 
& Metevia, 2001; Solanto et al., 2001; Sonuga-Barke, 2002; 
Sonuga-Barke, Taylor, Sembi, & Smith, 1992), pathologi-
cal gambling (Alessi & Petry, 2003; MacKillop et al., 2011; 
Reynolds, Ortengren, Richards, & de Wit, 2006), obesity 
(Davis, Patte, Curtis, & Reid, 2010), and substance abuse 
(Bickel & Marsch, 2001). Additionally, impulsive choice 
has also been posited as a primary risk factor (MacKillop 
et al., 2011; Verdejo-García, Lawrence, & Clark, 2008) and 
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predictor of treatment outcomes (Broos, Diergaarde, Schof-
felmeer, Pattij, & DeVries, 2012; Krishnan-Sarin et al., 2007; 
Yoon et al., 2007) for drug abuse.

Risky choice behavior has traditionally been studied 
by giving individuals repeated choices between a certain, 
smaller reward and a risky, larger reward (Mazur, 1988; 
Rachlin, Raineri, & Cross, 1991). The risky outcome usually 
consists of a larger reward that occurs with some probability, 
including the possibility of gaining no reward. For example, 
a rat could be offered a choice between receiving 2 pellets 
100% of the time (the certain, smaller option) versus 4 pellets 
50% of the time (the larger, risky option), with the possibility 
of gaining 0 pellets the other 50% of the time. Thus, the risky 
choice paradigm pits amount of reward against probability 
(or risk) of reward omission by essentially asking how much 
risk will an individual endure to receive a better reward. 
As the probability of receiving the risky reward decreases, 
it is chosen less often; this process is known as probability 
discounting (Rachlin et al., 1991) and has been demonstrated 
in both human and nonhuman animals (e.g., Mazur, 1988; 
Myerson, Green, Hanson, Holt, & Estle, 2003). Individual 
differences in risky choice behavior are related to cigarette 
smoking (Reynolds, Richards, Horn, & Karraker, 2004) and 
pathological gambling (Madden, Petry, & Johnson, 2009; 
Myerson et al., 2003). Specifically, gamblers discount prob-
abilistic rewards less steeply than control subjects (Holt, 
Green, & Myerson, 2003; Madden et  al., 2009; also see 
Weatherly & Derenne, 2012) and continue to make risky 
choices despite the experience of repeated losses (Linnet, 
Røjskjær, Nygaard, & Maher, 2006). Accordingly, a thor-
ough understanding of the mechanisms driving individual 
differences offers critical insight into questions such as why 
some individuals continue to gamble despite having experi-
enced a series of consecutive losses (Rachlin, 1990).

Recently, much of the work from our laboratory has 
been focused on the assessment of individual differences in 
impulsive and risky choice and the underlying cognitive and 
neural mechanisms in rats (Galtress, Garcia, & Kirkpatrick, 
2012; Garcia & Kirkpatrick, 2013; Kirkpatrick, Marshall, 

Clarke, & Cain, 2013; Kirkpatrick, Marshall, Smith, Koci, 
& Park, 2014; Marshall & Kirkpatrick, 2013, 2015; Marshall, 
Smith, & Kirkpatrick, 2014; Smith, Marshall, & Kirkpat-
rick, 2015), which will be the primary focus of this review. 
Here, we will discuss mechanisms of impulsive and risky 
choice and their relationship. Within each section we will 
describe factors that influence the nature of individual 
differences and moderators of those individual differences 
to provide a potential window into the underlying cogni-
tive mechanisms. These moderators include genetic factors, 
early rearing environment, and relative subjective reward 
valuation manipulations. Finally, we will close by discussing 
possible neural mechanisms within the domain-specific and 
domain-general reward valuation systems to provide a possi-
ble framework for interpreting and integrating the results of 
the different manipulations of impulsive and risky choice 
and their role in individual differences.

Mechanisms of Impulsive Choice

Traditionally, impulsive choice has been interpreted 
within the theoretical framework of delay discounting 
(Mazur, 1987). Delay discounting refers to the phenomenon 
in which a temporally distant reward is subjectively deval-
ued due to its delayed occurrence. This loss of subjective 
value can be modeled using Equation 1:

	
V = A

1+kD
,	 (1)

in which V refers to a reward’s subjective value that is deter-
mined by A, the reward’s objective amount, divided by D, 
the delay to the reward, and k, the discounting parameter 
that has been proposed as an individual difference vari-
able (Odum, 2011a). We have adopted a somewhat different 
focus of viewing amount and delay not as objective parame-
ters, but as subjective ones, consistent with a long history of 
research on the psychophysics of amount and delay percep-
tion. Specifically, differences in the perception of or sensi-
tivity to amount, delay, or their interaction may influence 
impulsive choice behavior. Accordingly, we have employed 
multiple tasks to investigate individual differences in both 
reward amount/magnitude sensitivity (e.g., reward magni-
tude discrimination) and temporal sensitivity (e.g., tempo-
ral bisection), as more thoroughly described below. Finally, 
we have examined stable individual differences in impulsive 
choice across various experimental manipulations. For these 
analyses, we have parsed out measures of bias and sensi-
tivity, which are both captured by k-values in Equation 1. 
Bias in impulsive choice is measured using the mean choice 
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across several parameters, which provides an index of over-
all preference for one outcome over another. Alternatively, 
the slope of the function assesses sensitivity to changes in 
choice parameters, which may relate to the adaptability of 
choice behavior. The slope of the function is an index of how 
much individuals change their choice behavior when there is 
a change in delay or magnitude of one of the options. Bias 
(mean choice) and sensitivity (the slope of the choice func-
tion) usually have little to no correlation, indicating that they 
may be orthogonal measures of behavior.

Individual Differences

Several studies have examined individual differences in 
choice behavior in rats, discovering that rats exhibit substan-
tial individual differences that are stable across different 
choice parameters (Galtress et al., 2012; Garcia & Kirkpat-
rick, 2013). More recently, we examined timing and reward 
processing differences as potential correlates of individ-
ual differences in impulsive choice. Marshall, Smith, and 
Kirkpatrick (2014) trained rats using a procedure adapted 
from Green and Estle (2003) with manipulations of the SS 
delay while also assessing timing and delay tolerance in 
separate tasks. The SS was 1 pellet after either 30, 10, 5, or 
2.5 s across phases, and the LL was 2 pellets after 30 s. The 
rats were subsequently tested on a temporal bisection task 
(Church & Deluty, 1977) to examine individual differences 
in temporal discrimination. In this task, a houselight cue 
lasted either 4 or 12 s, after which two levers were inserted 
into the box corresponding to the ‘short’ or ‘long’ duration 
levers; food was delivered for correct responses. After the 
rats had achieved 80% accuracy, they received test sessions 
in which the houselight was illuminated for 4, 5.26, 6.04, 
6.93, 7.94, 9.12 and 12 s. This procedure yields ogive-shaped 
psychophysical functions. Each individual rat’s psychophys-
ical function was fit with a cumulative logistic function and 
the parameters of the mean (a measure of timing accuracy) 
and the standard deviation (a measure of timing precision) 
of the function were determined. Finally, the rats completed 
a progressive interval (PI) task to examine individual differ-
ences in delay tolerance. The rats received PI schedules of 
2.5, 5, 10, and 30 s. In the PI schedule, the delay for the first 
reward is equal to the PI (e.g., 2.5 s) and then increases by 
the PI duration for each successive reward (e.g., 5, 7.5, 10, 
etc.). If the rat ceased responding for 10 min, then the last PI 
completed is recorded as the breakpoint. Longer breakpoints 
should be indicative of greater delay tolerance.

The results, shown in Figure 1, disclosed strong individ-
ual differences in all three tasks consistent with our previous 
studies. In impulsive choice, the rats decreased their impul-
sive choices as the delay to the SS increased, but the rats 

Figure 1. Top: Individual differences in the log odds of impulsive (smaller-
sooner) choices as a function of smaller-sooner delay, where log odds was 
the logarithm of the odds ratio of the smaller-sooner : larger-later responses. 
Middle: Individual differences in the percentage of long responses as a 
function of stimulus duration during the bisection test phases. Bottom: 
Individual differences in progressive interval breakpoints as a function of 
the progressive interval duration. SS = smaller-sooner; PI = progressive 
interval. Adapted from Marshall, Smith, and Kirkpatrick (2014).
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that were more impulsive with the shorter delay generally 
remained more impulsive. In the bisection task, the percent-
age of long responses increased with the stimulus duration, 
and the psychophysical functions showed the characteris-
tic ogive form. However, there were substantial individual 
differences, with some rats displaying much steeper psycho-
physical functions than others; the steeper psychophysical 
functions are associated with lower standard deviations. 
In the PI task, the breakpoints increased as the PI duration 
increased, and again there were fairly substantial and stable 
individual differences. Assessments of internal reliability 
using a Cronbach’s alpha test, which measures the cross-
correlation of multiple observations, revealed moderate to 
strong consistency in impulsive choice (a = .91), bisection 
(a = .73) and PI (a = .68) tasks. This indicated that the rats 
were generally consistent in their behaviors when tested 
across parameters in each task.

An examination of the correlation of individual differ-
ences across tasks revealed a significant positive correla-
tion (r = .73) between the standard deviation of the bisec-
tion function (a measure of timing precision) and the mean 
of the impulsive choice function (a measure of choice bias) 
and a negative correlation (r = −.63) between the PI break-
point (a measure of delay tolerance) and mean impulsive 
choice. These relationships, diagrammed in Figure 2, each 
accounted for approximately half of the variance in choice 
behavior. There also was a negative correlation between 
the bisection standard deviation and the PI breakpoint 

(r = −.59). The correlational pattern indicates that the rats 
with more precise timing (steeper bisection psychophysi-
cal functions) and greater delay tolerance (later breakpoints) 
showed greater LL preference (self-control) in the impulsive 
choice task. Due to the correlational nature of these results, 
we cannot determine whether timing precision, delay toler-
ance, and/or self-control possess causal relationships, but 
some additional recent work from our laboratory examining 
time-based interventions to improve self-control suggests 
that timing processes may have a causal relationship with 
impulsive choice (Smith et al., 2015).

In addition to examining the potential role of timing 
processes in impulsive choice, Marshall et al. (2014) also 
examined reward magnitude sensitivity in a separate group 
of rats. The magnitude group was tested on an impulsive 
choice task in which the SS delivered 1 pellet after 10 s, and 
the LL delivered either 1, 2, 3, or 4 pellets after 30 s across 
phases. The rats then completed a reward magnitude sensi-
tivity task where each lever delivered reinforcement on a 
random interval (RI) 30 s schedule. The small lever always 
delivered 1 pellet and the large lever delivered 1, 2, 3, or 4 
pellets across phases. Discrimination ratios were calculated 
using the rats’ response rates to determine whether greater 
responding occurred on the LL lever when it delivered 
greater magnitudes. Finally, the magnitude group completed 
a progressive ratio (PR) 3 task where the response require-
ment began at 3 and increased by 3 responses per reward 
earned. The PR3 delivered 1, 2, 3, or 4 pellets of food across 
phases and a breakpoint was determined for each magni-
tude. The PR task is frequently used in behavioral econom-
ics as a measure of motivation to work for different rewards 
(e.g., Richardson & Roberts, 1996), and in this case provided 
an assessment of motivation to work for different magni-
tudes of reward. The results again showed strong and stable 
individual differences in the impulsive choice (a =  .86), 
reward magnitude discrimination (a = .80), and PR (a = .85) 
tasks. However, the only significant correlation was between 
the PR breakpoint and the magnitude discrimination ratio 
(r = −.72), but neither measure correlated with impulsive 
choice behavior (data not shown).

Overall, this study, coupled with the results from our 
previous studies (Galtress et  al., 2012; Garcia & Kirk-
patrick, 2013), indicated stable and substantial individual 
differences in rats, suggesting that impulsive choice may 
be a trait variable in rats similar to what has been shown 
in humans (Jimura et al., 2011; Kirby, 2009; Matusiewicz, 
Carter, Landes, & Yi, 2013; Odum, 2011a, 2011b; Odum & 
Baumann, 2010; Ohmura, Takahashi, Kitamura, & Wehr, 
2006; Peters & Büchel, 2009). In addition, timing processes 
may exhibit stronger control over impulsive choice than 

Figure 2. The relationship between the impulsive mean and the standard 
deviation (s) of the bisection function and progressive interval (PI) 
breakpoint. Dashed lines are the best-fitting regression lines through the 
individual data points. Adapted from Marshall, Smith, and Kirkpatrick (2014).
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reward magnitude processes (Marshall et  al., 2014), but 
further research will be needed to verify that possibil-
ity. The correlations between timing and choice behavior 
do, however, corroborate other studies showing that more 
impulsive humans tend to overestimate interval durations 
(Baumann & Odum, 2012) and display poorer temporal 
discrimination capabilities (Van den Broek, Bradshaw, & 
Szabadi, 1987), and more impulsive rats show greater vari-
ability in timing on the peak procedure (McClure, Podos, & 
Richardson, 2014).

Moderating Impulsive Choice

Strain differences. While much of our work has exam-
ined impulsive choice in outbred populations, we have also 
assessed impulsive choice in inbred strains of rats that are 
potential animal models of ADHD (Garcia & Kirkpatrick, 
2013). The spontaneously hypertensive (SHR) and Lewis 
strains have been derived from their respective control 
strains, the Wistar Kyotos (WKY) and Wistars, and both have 
been reported to demonstrate possible markers of increased 
impulsive choice in previous studies (Anderson & Diller, 
2010; Anderson & Woolverton, 2005; Bizot et al., 2007; Fox, 
Hand, & Reilly, 2008; García-Lecumberri et al., 2010; Hand, 
Fox, & Reilly, 2009; Huskinson, Krebs, & Anderson, 2012; 
Madden, Smith, Brewer, Pinkston, & Johnson, 2008; Stein, 
Pinkston, Brewer, Francisco, & Madden, 2012).

Garcia and Kirkpatrick (2013) sought to potentially 
isolate the source of impulsive choice behaviors to either 
deficits in delay or magnitude sensitivity by delivery of two 
different impulsive choice tasks modeled after previous 
research (Galtress & Kirkpatrick, 2010; Roesch, Takahashi, 
Gugsa, Bissonette, & Schoenbaum, 2007). The four strains 
of rats were given an impulsive choice task of 1 pellet after 
10 s (the SS) or two pellets after 30 s (the LL) to establish 
a baseline. Subsequently, all rats in each strain experienced 
an LL magnitude increase to 3 and 4 pellets and an SS delay 
increase to 15 and 20 s across phases in a counterbalanced 
order. Additionally, in between the LL magnitude and SS 
delay phases, all rats returned to baseline.

The WKY and SHR strains were similar in their choice 
behavior in both tasks (data not shown), suggesting that the 
SHR strain may not be a suitable model of disordered impul-
sive choice. While this finding does contrast with some liter-
ature (e.g., Fox et al., 2008; Russell, Sagvolden, & Johansen, 
2005), our results corroborate other findings that SHR rats 
do not always show heightened impulsivity across tasks (van 
den Bergh et al., 2006), with inconsistencies perhaps due to 
the observation that they are a heterogeneous strain (Adri-
ani, Caprioli, Granstrem, Carli, & Laviola, 2003). The Lewis 
rats did, however, show greater impulsive choices compared 

to the Wistar control strain in both tasks with larger effects 
in the SS delay manipulations (see Figure 3). In addition, 
the Lewis rats displayed delay aversion that developed over 
the course of the session in the SS delay manipulation, and 
this may be an important factor in their increased impul-
sive choice. These results substantiate the Lewis strain as 
a possible model for ADHD (see also García-Lecumberri 
et al., 2010; Stein et al., 2012; Wilhelm & Mitchell, 2009).

Figure 3. Log odds of impulsive choices as a function of larger-later (LL) 
magnitude (top) and smaller-sooner (SS) delay (bottom) for individual 
Lewis and Wistar rats and their associated group means. Adapted from 
Garcia and Kirkpatrick (2013).
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Early rearing environment. In addition to genetic 
moderators, we have also assessed environmental moder-
ators of impulsive choice. In one experiment (Kirkpatrick 
et al., 2013), rats were split into either an enriched condition 
(EC) that involved a large cage, several conspecifics, daily 
handling, and daily toy changes, or an isolated condition 
(IC) that involved single housing in a small hanging wire 
cage without any toys or handling. The rats were reared in 
these conditions from post-natal day 21 for 30 days, after 
which they were tested on impulsive choice and reward 
challenge tasks. For the impulsive choice task, the rats were 
given a choice between 1 pellet after 10 s (SS) or 2 pellets 
after 30 s (LL). For the reward challenge task, the delay to 
the SS and LL were both 30 s, but the magnitudes remained 
at 1 versus 2 pellets. Finally, after completing both tasks, the 
rats were given a test for impulsive actions using a differen-
tial reinforcement of low rates (DRL) schedule with criterion 
values of 30 and 60 s in separate phases. In the DRL task, 
the rats had to wait for a duration greater than or equal to 
the criterion time between successive responses to receive 
food. Premature responses reset the required waiting time.

The top panel of Figure 4 demonstrates the results from 
the impulsive choice and reward challenge tasks. The IC rats 
(red triangles) were slightly more likely to choose the SS in 
the impulsive choice task. However, the IC rats chose the LL 
alternative more often in the reward challenge when the SS 
and LL delays were equal, indicating that the IC rats were 
more sensitive to the magnitude differences between the two 
alternatives. An analysis of their latencies to initiate forced 
choice trials during the impulsive choice task (middle panel 
of Figure 4) suggested that the isolated rats displayed greater 
subjective valuation of the SS outcome due to their shorter 
latencies to initiated SS forced choice trials compared to LL 
forced choice trials (see Kacelnik, Vasconcelos, Monteiro, 
& Aw, 2011; Shapiro, Siller, & Kacelnik, 2008 for further 
information on forced choice latencies as a metric of subjec-
tive reward valuation). On the other hand, EC rats demon-
strated similar latencies to initiate both SS and LL forced 
choice trials, suggesting similar subjective valuation of 
the two options. Finally, in the DRL task, the IC rats were 
more efficient at earning rewards in the 30-s criterion task, 
requiring fewer responses to earn rewards (bottom panel of 
Figure 4), but there were no group differences at 60 s.

This finding was somewhat counterintuitive in that the 
IC rats tended to be more impulsive in the choice task, but 
showed more efficient performance in the DRL task, which 
has been interpreted as less impulsive (Pizzo, Kirkpatrick, 
& Blundell, 2009). However, both the impulsive choice and 
DRL findings are consistent with multiple other reports in 
the literature (Dalley, Theobald, Periera, Li, & Robbins, 

Figure 4. Top: Log odds of impulsive (smaller-sooner) choices during the 
impulsive choice and reward challenge phases. Middle: The latency (in 
log s) to initiate smaller-sooner (SS) and larger-later (LL) forced choice 
trials. Bottom: The mean responses per reward earned in the differential 
reinforcement of low rates (DRL) task with criteria of 30 and 60 s. 
Adapted from Kirkpatrick et al. (2013).
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different aspects of reward sensitivity in relation to impul-
sive choice and impulsive action behaviors.

While there was an indication of increased subjective 
valuation of the impulsive outcome by IC rats, the findings 
were only expressed in the latencies on forced choice trials 
rather than directly in choice behavior. To further assess 
the potential effects of rearing environment on impulsive 
choice, Kirkpatrick et al. (2014) compared EC and IC rats’ 
choice behavior across a wider range of choice parameters. 
Rats received choices between an SS of 1 pellet after 10 s 
and an LL of 1, 2, or 3 pellets after 30 s, with LL magni-
tude manipulated across phases. Under these conditions, 
differential rearing exerted a significant effect on impulsive 
choice (Figure 6), corroborating the findings of the previ-
ous studies with IC rats displaying greater impulsive choice 
behaviors.

Additionally, in order to better understand the relation-
ship between reward sensitivity and impulsivity, Kirkpat-
rick et al. (2013) conducted a second experiment that also 
included a standard rearing condition (SC) in addition to the 
IC and EC groups. SC rats were pair-housed and handled 
daily but were not provided with any novel objects. The 
rats were presented with the same reward discrimination 
task used by Marshall et al. (2014) described above with 
the magnitudes of 1:1, 1:2, 1:3, 2:3, and 2:4 on the small 

2002; Hill, Covarrubias, Terry, & Sanabria, 2012; Kirkpat-
rick et al., 2014; Marusich & Bardo, 2009; Perry, Stairs, & 
Bardo, 2008; Zeeb, Wong, & Winstanley, 2013). One poten-
tial mechanism that could explain this pattern of results is 
that the increased reward sensitivity in the IC rats may have 
produced greater sensitivity to local rates of reward, which 
would lead to momentary maximizing. This would presum-
ably enhance performance on tasks such as DRL and reward 
challenge, but would skew subjective reward valuation 
toward delays associated with higher local rates of reward 
(i.e., the SS). This hypothesis was further supported by a 
positive correlation (r = .53) between the reward challenge 
mean and the responses/reward in the DRL 30 task that is 
diagrammed in Figure 5. This relationship demonstrates that 
the rats that performed more poorly on the reward challenge 
(showing more SS responses) also performed more poorly 
on the DRL 30 task, suggesting that intrinsic reward sensi-
tivity may be related to the ability to successfully inhibit 
responding on the DRL task. This pattern is intriguing given 
that increases in reward magnitude on DRL tasks typically 
lead to increased impulsivity (Doughty & Richards, 2002). 
This suggests a possible differentiation between extrin-
sic reward magnitude changes and intrinsic reward valua-
tion processes that may interact differently with impulsive 
behaviors. Further research is needed to disentangle the 

Figure 5. Mean log odds impulsive choices in the reward challenge 
phase versus mean responses per reward earned in the differential 
reinforcement of low rate (DRL) 30 s task. The dots are individual rats 
and the dashed line is the best-fitting linear regression through the data. 
Adapted from Kirkpatrick et al. (2013).

Figure 6. Log odds of impulsive choices as a function of larger-later (LL) 
magnitude for individual enriched condition (EC) and individual isolated 
condition (IC) rats and their associated group means. Adapted from 
Kirkpatrick et al. (2014).
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and large levers. In this experiment, the IC rats in the base-
line 1:1 condition showed significantly higher response 
rates to both levers than the SC and EC rats. Additionally, 
as the large reward increased, the EC and SC rats showed 
increased responding to both the large and small levers. 
Even when the small lever magnitude remained at 1 pellet, 
the EC and SC rats increased their responding on the small 
lever when the large lever magnitude increased, demon-
strating generalization of responding to the small lever. The 
IC rats, however, did not generalize, and instead showed 
significantly lower responding on the SS lever compared 
to SC and EC rats, suggestive of potentially greater reward 
discriminability (consistent with the previous findings from 
the reward challenge task).

Overall, the combined findings of the two experi-
ments are consistent with previous research showing that 
rearing environment moderates the assignment of incen-
tive value to stimuli associated with rewards (Beckmann & 
Bardo, 2012). The IC rats overall showed greater SS pref-
erence in the impulsive choice task and greater valuation 
of the SS alternative as indicated through their shortened 
forced choice latencies. The IC rats also, however, showed 
an increased ability to discriminate between the SS and 
LL rewards as indicated in their differentiated response 
rates, showed greater LL preference in the reward chal-
lenge task, and showed greater efficiency in the DRL task, 
another widely used measure of impulsivity. Importantly, 
environmental enrichment does not seem to affect interval 
timing within a choice environment (Marshall & Kirkpat-
rick, 2012), suggesting that differences between EC and IC 
rats are not driven by enrichment-induced differences in 
temporal processing. Thus, it appears as though changes in 
reward discrimination and/or reward sensitivity may explain 
the rearing condition differences, although further research 
will be needed to determine the nature of these effects and 
their relationship with impulsive behaviors.

Mechanisms of Risky Choice

In conjunction with our research on impulsive choice 
behavior, we have also been examining factors that impact 
risky choice behaviors (e.g., Kirkpatrick et al., 2014). Risky 
choice can also be modeled using Equation 1 by substituting 
odds against reward (q) in place of delay to reward, indicat-
ing that subjective value decreases as a function of the odds 
against reward delivery:

	
V = A

1+kθ
.	 (2)

This effect is known as probability discounting because it 
reflects the loss of subjective value that occurs as the prob-
ability of a reward decreases (or as the odds against reward 
increases).

Individual Differences

Mirroring our research on impulsive choice, we have 
been examining the cognitive mechanisms of risky choice 
behavior and how individual differences in risky choice may 
be identified and moderated to alleviate problematic risky 
decision making behaviors. Previous research has exam-
ined sensitivity to reward probability and magnitude as 
key factors that govern individual differences in risky deci-
sion making in humans (see Myerson, Green, & Morris, 
2011). Until more recently, one consistent omission from the 
human choice literature was the absence of decision feed-
back following different types of choices (see Hertwig & 
Erev, 2009; Lane, Cherek, Pietras, & Tcheremissine, 2003). 
Theoretically, as such decisions are neither rewarded nor 
punished, consecutive choices should be relatively indepen-
dent. While such independence has been suggested within 
the animal literature (e.g., Caraco, 1981), humans are indeed 
affected by whether choices occur in isolation or in succes-
sion (see Kalenscher & van Wingerden, 2011; Keren & 
Wagenaar, 1987). Therefore, in contrast to the traditional 
molar analyses of reward and probability sensitivity, we have 
focused on the local influences on choice behavior in terms 
of the effect of recent outcomes on subsequent choices.

Our first risky choice experiment sought to determine 
the effects of previous outcomes on risky choice behav-
ior (Marshall & Kirkpatrick, 2013). We offered rats choices 
between a certain outcome that always delivered either 1 or 
3 pellets (p = .5) and a risky outcome that probabilistically 
delivered either 3 or 9 pellets following each risky choice. 
Thus, the certain and risky outcomes each involved variable 
reward magnitudes. The probability of risky-outcome delivery 
varied across phases: .10, .33, .67, and .90, so that the probabil-
ity of reward omission was .90, .67, .33, and .10, respectively.

As expected, we observed an increase in risky choice 
with increases in risky food probability (Figure 7). Simi-
lar to our results from impulsive choice tasks (e.g., Marshall 
et al., 2014), the individual differences were relatively stable 
across probabilities (a =  .68), suggesting that risk-taking, 
like impulsivity, may be a trait variable in rats. At the local 
level, we found that the previous outcome of a choice had a 
significant impact on the subsequent choice made (Figure 8). 
There was a greater prevalence of risky choices following 
rewarded risky choices (uncertain-small, U-S, and uncertain-
large, U-L) than following reward omission (uncertain-zero, 
U-Z), indicating win-stay/lose-shift behavior. Moreover, the 
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individual differences in risky choice behavior as a function 
of previous outcome were stable across outcomes, a = .62, 
suggesting a relatively consistent choice pattern across previ-
ous outcomes. These findings further support the trait nature 
of risk-taking and indicate that this attribute is present in 
local choices as well as global choice behavior.

Moderating Individual Differences

Early rearing environment. The stability of individ-
ual differences raises the question of whether risky choice 
behavior can be moderated. As various subpopulations 
that may be characterized as “unhealthy” exhibit elevated 
propensities to make risky choices (e.g., Reynolds et  al., 
2004), early assessment of risky choice tendencies followed 
by corresponding targeted therapies to reduce such maladap-
tive behaviors may ultimately attenuate corresponding risk-
related substance and behavioral addiction.

One manipulation that has been shown to moderate indi-
vidual differences in a variety of behavioral paradigms is the 
rat’s rearing/housing environment (Simpson & Kelly, 2011). 
Accordingly, we were interested in determining whether envi-
ronmental rearing moderates risky choice (Kirkpatrick et al., 
2014). Rats were reared in EC and IC conditions described 
above and then tested with a risky choice task from Marshall 
and Kirkpatrick (2013) with risky food probabilities of .17, 
.33, .5, and .67. As shown in Figure 9, there was an increase 

in risky choices as the probability of risky food increased, 
and there were substantial and stable individual differences in 
risky choice, but there were no significant differences between 
rearing conditions. These results stand in contrast to recent 
research in pigeons using a suboptimal choice task, which 
have found a decreased speed of attraction to risky behaviors 
in pigeons reared in enriched environments (Pattison, Laude, 
& Zentall, 2013) and also research using an analog of an Iowa 
Gambling Task in rats demonstrating increased risky behav-
ior in IC rats (Zeeb et al., 2013). The source of these differ-
ences in results may be due to the different task demands 
across the studies, but this remains to be determined.

Even though rearing environment did not significantly 
impact risky choice, several other factors have been hypothe-
sized to affect risky decision making. For example, proposed 
psychological correlates of risky choice include sensitivity 
to reward magnitude (Myerson et al., 2011) and probability 
(Rachlin et al., 1991), the subjective integration of recent 
rewards with previous computations/expectations of subjec-
tive reward value (Sutton & Barto, 1998), and sensitivity to 
experienced and prospective gains and losses (Kahneman 
& Tversky, 1979). Therefore, it may be that these factors are 
potential targets to be addressed in future research.

Manipulations of subjective value. Sensitivity to the 
objective value of rewards depends on the encoding of 
outcomes as gains and losses relative to some reference 

Figure 7. Log odds of risky choices as a function of risky food probability, 
where the log odds was the logarithm of the odds ratio of risky : certain 
choices. Adapted from Marshall and Kirkpatrick (2013). 
 
 

Figure 8. Log odds of risky choices as a function of the outcome of the 
previous choice. C-S = certain-small; C-L = certain-large; U-Z = uncertain-
zero; U-S = uncertain-small; U-L = uncertain-large. Although the x-axis 
is not continuous, broken dashed lines are provided for the individual 
rat functions so it is possible to see how the individuals behaved across 
different outcome types. Adapted from Marshall and Kirkpatrick (2013).
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point. Furthermore, as humans have been proposed to be 
more sensitive to losses than they are to gains (Kahne-
man & Tversky, 1979), sensitivity to reward magnitude 
and probability would therefore depend on whether expe-
rienced outcomes are regarded as gains or losses. Indeed, 
individuals will behave considerably differently if they are 
facing prospective gains or prospective losses (Kahneman 
& Tversky, 1979; Levin et al., 2012). Thus, the most critical 
factor in understanding idiosyncrasies in risky choice may 
be the mechanisms by which individuals encode differen-
tial outcomes in a relative fashion as opposed to absolute 
value encoding.

It has been well established that humans employ subjec-
tive criterions known as reference points when they encode 
and evaluate differential outcomes (e.g., Wang & Johnson, 
2012). Specifically, outcomes that are greater than the refer-
ence point are gains, and outcomes that are less than the refer-
ence point are losses. Until recently, the possibility that nonhu-
man animals employ some type of reference-point criterion 
was open for investigation, even though previous reports have 
considered the possibility that animals may in fact use heuris-
tics in decision making (Marsh, 2002). If reference point use 
can be determined and subsequently manipulated, it may be 
possible to effectively optimize decision making across the 
populations of individuals prone to behave suboptimally.

Accordingly, Marshall (2013) investigated reference 
point use in rats (also see Bhatti, Jang, Kralik, & Jeong, 
2014; Marshall & Kirkpatrick, 2015). We hypothesized that 
rats may use at least one of three possible reference points 

to encode risky choice outcomes: the expected value of the 
risky outcome, the zero-outcome value, or the expected 
value of the certain outcome. In accordance with linear-oper-
ator models of subjective reward valuation (Sutton & Barto, 
1998), rats may use the learned expected value of the risky 
choice, such that outcomes greater than the expected value 
are gains and outcomes less than the expected value are 
losses. Alternatively, rats may regard any nonzero outcome 
as a gain, such that the only loss experienced is that of zero 
pellets. Last, in reference to research on regret following 
losses (e.g., Connolly & Zeelenberg, 2002), rats may encode 
gains and losses relative to what could have been received 
had a different choice been made (see Steiner & Redish, 
2014). Marshall (2013) found that rats appeared to use the 
expected value of the certain outcome as a reference point 
for risky choices. In a follow-up study, Marshall and Kirk-
patrick (2015), presented rats with a certain choice that deliv-
ered an average of 3 pellets (2 or 4, 1 or 5; certain-small, C-S, 
and certain-large, C-L, outcomes, respectively) and a risky 
choice that delivered 0 (uncertain-zero), 1 (uncertain-small), 
or 11 pellets (uncertain-large). The between-subjects factor 
was the outcome values associated with certain choices (2 
or 4 for Group 2-4, 1 or 5 for Group 1-5) in order to deter-
mine whether it was the individual outcome values or the 
expected value of the certain choice that more greatly drove 
behavior. The probability of receiving 0 [P(0)] or 1 pellet 
[P(1)] following a risky choice was manipulated in separate 
phases, with all rats receiving both manipulations in a coun-
terbalanced order. The probability of zero pellets, P(0), was 
.9, .5, and .1 and P(1) and P(11) were each equal to .05, .25, 
and .45, respectively. Similarly, the probability of one pellet, 
P(1), was equal to .9, .5, and .1 and P(0) and P(11) were each 
equal to .05, .25, and .45, respectively.

As seen in Figure 10, the P(0) choice function was 
steeper than the P(1) condition and the individual differences 
showed good internal reliability across different conditions/
probabilities (a = .85), further supporting the trait nature 
of risk-taking in rats. There were no differences between 
Groups 2-4 and 1-5 (the data in Figure 10 are collapsed 
across groups) indicating that the rats were not sensitive to 
the individual values making up the certain outcome.

As shown previously, rats will make more risky choices 
after being rewarded for a risky choice than after not 
being rewarded, a phenomenon known as win-stay/lose-
shift behavior (Evenden & Robbins, 1984; Heilbronner & 
Hayden, 2013; Marshall & Kirkpatrick, 2013). Figure 11 
shows the log odds of risky choices following uncertain-
zero (U-Z) and uncertain-small (U-S) outcomes in the P(0) 
and P(1) conditions. In the P(0) condition, the rats were 
more likely to make risky choices following uncertain-small 

Figure 9. Log odds of risky choices as a function of risky food probability 
(P) for individual EC and IC rats. Adapted from Kirkpatrick et al. (2014).
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compared to uncertain-zero outcomes, consistent with win-
stay/lose-shift behavior. However, in the P(1) conditions, the 
rats made more risky choices following the uncertain-zero 
outcome than the uncertain-small outcome (i.e., a violation 
of win-stay/lose-shift behavior). This behavior is indicative 
of elevated loss chasing following the zero outcomes (i.e., a 
tendency to make risky choices following risky losses; see 
Linnet et al., 2006), and may relate to a relative subjective 
devaluation of the 1-pellet outcome when it is the source of 
the probability manipulation.

In addition, we also found a relationship between the 
local choice behavior and overall choice behavior in the P(1) 
condition that suggested a possible role of the loss chasing 
behavior in overall risky choices. We assessed whether loss 
chasing tendency [i.e., making more risky choices following 

an uncertain-zero than an uncertain-small outcome in the 
P(1) condition] was related to overall risky choice behav-
ior. For this analysis, we subtracted post uncertain-small 
risky choice behavior from post uncertain-zero risky choice 
behavior and correlated this difference score with over-
all risky choice behavior in the P(1) condition. As seen in 
Figure 12, while the majority of the rats made more risky 
choices following uncertain-zero than following uncertain-
small outcomes (the loss chasers), the loss-averse rats made 
more risky choices following uncertain-small than uncer-
tain-zero outcomes; the loss-averse rats also were less likely 
to exhibit risky choices overall. The results suggest that the 
rats that were riskier were also those that were more likely to 
chase losses (i.e., make more risky choices after uncertain-
zero than uncertain-small outcomes).

Figure 10. Top: Log odds of risky choices as a function of the probability 
of receiving 0 pellets for a risky choice. Bottom: Log odds of risky choices 
as a function of the probability of receiving 1 pellet for a risky choice. 
Adapted from Marshall and Kirkpatrick (2015).

Figure 11. Log odds of risky choices following uncertain-zero (U-Z) and 
uncertain-small (U-S) outcomes in the zero pellets [P(0 pellets); top] and 
one pellet [P(1 pellet); bottom] conditions. Adapted from Marshall and 
Kirkpatrick (2015).
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These results may have implications for understanding 
why some individuals continue to gamble (i.e., make risky 
choices) despite the experience of repeated losses while 
other individuals do not (see Rachlin, 1990), but further 
research is needed to verify this possibility. For example, 
if there are individual differences in reference point use, 
then such differences could predict which outcomes are 
regarded as gains and losses. Specifically, if an individual 
regards a wider variety of outcomes as gains, then subse-
quent win-stay behavior would be greater, compared to an 
individual who is more conservative with his or her gain/
loss distinctions. Thus, it is possible that the onset of patho-
logical gambling in some individuals, but not others, may be 
at least partially caused by individual differences in refer-
ence point use or the subjective weighting of different refer-
ence points (see Linnet et al., 2006). Ultimately, moderat-
ing individual differences via reference point use may be the 
critical factor in adjusting subjective tendencies to make too 
many (or not enough) risky choices. This could be a fruit-
ful area for further research on individual differences in the 
onset of gambling behavior.

Correlations of Impulsive and Risky Choice

As discussed above, impulsive and risky choice behav-
iors have been identified as potential trait variables in 
humans (Jimura et  al., 2011; Kirby, 2009; Matusiewicz 
et al., 2013; Odum, 2011a, 2011b; Odum & Baumann, 2010; 

Ohmura et al., 2006; Peters & Büchel, 2009) and in rats 
(Galtress et al., 2012; Garcia & Kirkpatrick, 2013; Marshall 
et al., 2014). In addition, the fact that these stable individual 
differences have been identified as predictors of substance 
abuse and pathological gambling (e.g., Bickel & Marsch, 
2001; Carroll, Anker, & Perry, 2009; de Wit, 2008; Perry 
& Carroll, 2008) suggests that there may be a correlation 
between impulsive and risky behaviors.

Individual Differences

The few examinations of correlations in individual 
differences in impulsive and risky choice have revealed 
inconsistent results, with weak to moderate correlations in 
humans (Baumann & Odum, 2012; Myerson et al., 2003; 
Peters & Büchel, 2009; Richards, Zhang, Mitchell, & De 
Wit, 1999), and moderately strong correlations in pigeons 
(Laude, Beckman, Daniels, & Zentall, 2014), but to our 
knowledge no observations had been undertaken in rats. In 
addition, the studies in humans have used varying methods, 
which may be a source of the discrepancies in results. The 
recent study by Kirkpatrick et al. (2014), discussed above in 
the early rearing environment sections, sought to rectify this 
issue. Rats were trained on both impulsive and risky choice 
tasks and assessments of the correlations of their behavioral 
patterns were conducted. For the impulsive choice task, the 
rats were given a choice between an SS of 1 pellet after a 
10-s delay versus an LL of 1, 2, or 3 pellets after a 30-s 
delay, with LL magnitude manipulated across phases. For 
the risky choice task, rats were given a choice between a 
certain outcome that averaged 2 pellets (p = 1) and a risky 
outcome that delivered an average of 6 pellets with a proba-
bility of .17, .33, .5 or .67 across phases. The delay to reward 
was 20 s for both certain and risky outcomes. Figure 13 
displays the results from the two tasks for the individual 
rats. (Note that these are the same data from Figures 6 and 9, 
but here plotted collapsed across rearing condition to high-
light the relationship.) There were substantial individual 
differences in choice behavior across the rats. In addition, 
there were 8 rats (red dots) that represented a subpopulation 
that were “impulsive and risky,” or I/R rats.

To assess the relationship between impulsive and risky 
choices, two measures were extracted from the choice func-
tions for each rat: (a) the mean overall log odds impulsive 
and risky choices as an index of bias; and (b) the slope of 
the choice functions as a measure of sensitivity. As seen in 
Figure 14, there was a strong positive relationship between 
the mean choice on the two tasks (r = .83), indicating that 
the rats that were the most impulsive (high impulsive mean 
choices) were also the most risky (high risky mean choices). 
The 8 I/R rats displayed a strong co-occurrence in the mean 

Figure 12. Relationship between the mean log odds of a risky choice in 
the one pellet condition and the difference score between post uncertain-
zero (U-Z) and post uncertain-small (U-S) choice behavior. Adapted from 
Marshall, and Kirkpatrick (2015).
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choice, indicating a clear convergence in their choice biases. 
The choice correlation is higher than most reports in the 
literature (but see Laude et al., 2014), and may be due to 
a notable difference in methodology, which is the use of 
delayed reward deliveries in the risky choice task. This was 
designed to engage anticipatory processes between the time 
of choice and food delivery in risky choice that would mimic 
those processes in impulsive choice. This is particularly 

important for promoting the activation of brain areas such 
as the nucleus accumbens core (NAC) that are believed to be 
more heavily involved in processing delayed rewards (Cardi-
nal, Pennicott, Sugathapala, Robbins, & Everitt, 2001), as 
discussed below. There also was a significant positive rela-
tionship (r =  .68) between the slope of the impulsive and 
risky choice functions, indicating that the rats that were 
the most sensitive to changes in choice parameters in one 

Figure 13. Top: Log odds of impulsive choices as a function of larger-
later (LL) magnitude for individual rats. Bottom: Log odds of risky choices 
as a function of risky food probability (P). Adapted from Kirkpatrick et al. 
(2014). Note that the data in this figure are the same as in Figures 6 and 
9 but with the focus on the correlational relationship instead of rearing 
condition. I/R = Impulsive and risky rats.

Figure 14. Top: Individual differences in mean impulsive and risky choice 
as an index of choice biases. Bottom: Individual differences in impulsive 
and risky slope as an index of sensitivity in choice behavior. Adapted from 
Kirkpatrick et al. (2014).
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task were generally more sensitive to changes in the other 
task (Figure 14, bottom panel). Interestingly, only one I/R 
rat displayed poor sensitivity in both tasks in the face of 
changing parameters, indicating that response perseveration 
is unlikely to serve as the sole explanation for the biases in 
their choice behavior. When these rats were confronted with 
more extreme choice parameters, they did often change their 
behavior (see also Figure 13). Also note that a simple “choose 
larger” or “choose smaller” bias cannot explain the relation-
ship in Figure 14 because high impulsive mean scores were 
associated with the smaller outcome, whereas high risky 
mean scores were associated with the larger outcome.

Understanding the patterns of individual differences is 
an important and relatively overlooked area of research. The 
rats in Figure 14 varied in their patterns, with some show-
ing the I/R co-occurrence pattern, some showing deficits 
in impulsive or risky choice alone, and some showing low 
levels of impulsive and risky choices. By understanding the 
factors that uniquely affect impulsive and risky choice and 
factors that drive correlations, we can potentially gain deeper 
insights into processes that produce vulnerabilities to differ-
ent disease patterns. For example, drug abuse and other addic-
tive behaviors (e.g., gambling) are associated with deficien-
cies in both impulsive and risky choice (e.g., de Wit, 2008; 
Kreek, Nielsen, Butelman, & LaForge, 2005; Perry & Carroll, 
2008), suggesting that addictive diseases may emerge from 
shared neural substrates. In contrast, obesity appears to be 
primarily associated with disordered impulsive choice (Braet, 
Claus, Verbeken, & Van Vlierberghe, 2007; Bruce et al., 2011; 
Duckworth, Tsukayama, & Geier, 2010; Nederkoorn, Braet, 
Van Eijs, Tanghe, & Jansen, 2006; Nederkoorn, Jansena, 
Mulkensa, & Jansena, 2007; Verdejo-Garcia et  al., 2010; 
Weller, Cook, Avsar, & Cox, 2008). Understanding the behav-
ioral phenotypes that may predict different disease patterns 
is particularly important because individual differences in 
traits such as impulsive choice are expressed at an early age 
and remain relatively stable during development (e.g., Mischel 
et al., 2011; Mischel, Shoda, & Rodriguez, 1989). Identifying 
causes of impulsive and risky choice could potentially lead 
to opportunities for early interventions to moderate individ-
ual differences in these traits and potentially mitigate later 
disease development. These efforts are in their early stages, 
and the picture is still developing, so the understanding of 
factors involved in individual differences in impulsive and 
risky choice will undoubtedly evolve over time.

Moderating Individual Differences in  
Impulsive and Risky Choice

Early rearing environment. Due to the paucity of 
research on the correlation of impulsive and risky choice, 

there is relatively poor understanding of potential modera-
tors of the correlations. As reviewed in previous sections, 
environmental rearing has been emerging as a possible 
moderator of impulsive choice. However, it is not clear 
whether rearing environment would moderate the correla-
tion between impulsive and risky choice, an issue that was 
examined in the individual differences analyses by Kirkpat-
rick et al. (2014) and their interaction with the rearing envi-
ronment manipulations featured in Figures 6 and 9. As noted 
in previous sections, isolation rearing relative to enriched 
rearing increased impulsive choice, but had no effect on 
risky choices. In addition, rearing environment did not 
appear to moderate the individual differences correlations 
as these were still intact when collapsing across rearing 
condition in the analysis above (Figure 14) and also when 
examining the correlations within each rearing group (EC: 
r = .87, IC: r = .91, for impulsive–risky mean correlations). 
This suggests that rearing environment did not moderate the 
relationship between impulsive and risky choice and instead 
exerted its effects solely on impulsive choice.

Domain-General and Domain-Specific 
Valuation Processes

Individual differences in impulsive and risky choice 
most likely operate through domain-specific processes 
involved in probability, magnitude, and delay sensitivity, 
along with domain-general processes involved in over-
all reward value computations, incentive valuation, and 
action valuation. The general idea of domain-general versus 
domain-specific processes has been applied to a wide range 
of cognitive processes, but only more recently have these 
concepts been invoked to explain impulsive and risky choice 
by Peters and Büchel (2009). Their exposition of these 
processes was relatively limited, so we attempt to expand on 
this general idea here by providing a general conceptualiza-
tion of these processes (see Figure 15). The proposed model 
is derived from a range of cognitive, behavioral, and neuro-
biological evidence related to impulsive and risky choice, to 
expand on the original idea proposed by Peters and Büchel.

Domain-specific processes refer to specialized cognitive 
processes that operate within a restricted cognitive system. 
Most likely, there are separate domain-specific processes for 
determining probability, magnitude, and delay to reward. 
An example of domain-specific processes related to impul-
sive choice is the observation of the relationship between 
timing processes and impulsive choice and the possible role 
of poor timing processes in promoting delay aversion and 
potentially amplifying impulsive choices. With risky choice, 
examples of domain-specific processes include sensitivity to 
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the previous outcome and its effects on subsequent choice 
behavior, and sensitivity to relative outcomes (gains versus 
losses). These effects most likely reflect the role of domain-
specific processes involved in processing information about 
reward omission and/or the magnitude of the rewards deliv-
ered in risky choice tasks. Domain-specific processes may 
also explain divergences between impulsive and risky 
choice (Green & Myerson, 2010). For example, variations 
in the magnitude of reward in monetary discounting tasks 
in humans produce opposite effects: in impulsive choice, 
smaller amounts are discounted more steeply, whereas in 
risky choice, smaller amounts are discounted less steeply 
(Green & Myerson, 2004). These patterns may reflect differ-
ences in the way that magnitude information is processed 
within impulsive and risky choice tasks.

Domain-general processes are cognitive processes that 
result in global knowledge that has an impact on a wide 
range of behaviors. We propose that there is a domain-
general system that includes three components related to the 
overall value of the outcomes in impulsive and risky choice. 
(a) Overall reward value is the subjective value that an indi-
vidual subscribes to an outcome, and this encompasses 
information about the delay, magnitude, and probability 
of reward within impulsive and risky choice tasks. Overall 
reward value computation in impulsive and risky choice is 
often proposed to follow the hyperbolic rule (Mazur, 2001; 
Myerson et al., 2011) given in Equations 1 and 2, with higher 
k-values resulting in steeper decay rates as a function of 
delay or odds against receipt of reward (Green, Myerson, & 
Ostaszewski, 1999; Myerson & Green, 1995; Odum, 2011a, 
2011b; Odum & Baumann, 2010; Peters, Miedl, & Büchel, 
2012). Assuming that perception of the inputs is veridical, 

then overall reward value would be determined by the 
k-value. For example, 2 pellets in 10 s for an individual rat 
with a k-value of .5 would have an overall subjective reward 
value of .33 [2 pellets / (1 + .5  10 s). However, it is possi-
ble that amount and/or delay could be misperceived in the 
domain-specific processing stage, in which case A and D 
would not be veridical in Equation 1, and this would provide 
an additional source of variation in the computation of the 
overall reward value. A number of results presented in this 
review indicate that A and D are not veridical, so these are 
likely to serve as factors in individual differences in over-
all reward value computations. (b) Overall reward value is 
proposed to be transformed into an incentive value signal, 
which encodes the hedonic properties of the outcome, which 
will drive the motivation to perform behaviors to receive 
the outcome. The key addition here is that the value of the 
reward in terms of its overall value is transformed into a 
motivationally relevant signal that will affect the desire for 
obtaining that reward. This provides an opportunity for the 
incentive motivational state of the animal to impose addi-
tional effects on choice behavior. For example, the overall 
reward value may be .33 for both a hungry rat and a sated 
rat, but the hungry rat will be more likely to work to obtain 
that outcome. This allows for factors such as energy budget 
to have an impact on choice behavior (Caraco, 1981). (c) An 
action value (or decision value) signal reflects the expected 
utility from gaining access to the outcome, and this will 
ultimately determine output variables such as impulsive 
and risky choice behavior. There is growing evidence 
from neuroimaging studies that the choice response value 
is encoded through distinct mechanisms from the value of 
the outcome (either overall reward value or incentive value; 

Figure 15. A schematic of the reward valuation system. Individual differences in impulsive and/or risky choice could emerge through domain-specific 
alterations of sensitivity to reward amount, delay, or odds against, or through domain-general processes involved in overall reward value, incentive value, 
or action value computations.
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Camille, Tsuchida, & Fellows, 2011; Kable & Glimcher, 
2009), indicating that action values carry their own unique 
significance. The inclusion of action value in the model also 
allows for explanation of phenomena such as framing effects 
(Marsh & Kacelnik, 2002), where choices are affected by 
other outcomes in the absence of any direct effects on over-
all reward value or incentive value processes.

There is evidence to support these three valuation 
processes as separate aspects of the domain-general system 
that may be subsumed by different neural substrates 
(Camille et al., 2011; Kable & Glimcher, 2007, 2009; Kali-
vas & Volkow, 2005; Lau & Glimcher, 2005; Rushworth, 
Kolling, Sallet, & Mars, 2012; Rushworth, Noonan, Boor-
man, Walton, & Behrens, 2011). The domain-general system 
is a primary target for understanding correlations between 
impulsive and risky choice. This system would also play 
a role in impulsive and risky choice in relation to general 
motivational and subjective valuation processes invoked by 
those tasks.

While our understanding of subjective valuation 
processes is still relatively in its infancy, there is sufficient 
understanding of the valuation network to speculate on the 
possible mechanisms that may drive individual differences 
in impulsive and risky choice. The following sections inte-
grate information from a variety of methods (neuroimag-
ing, lesions, and electrophysiology) and species (humans, 
primates, and rodents) to provide as complete a picture as 
possible given the current gaps in knowledge.

Domain-Specific Brain Mechanisms

Impulsive and risky choice tasks pit reward magnitude 
against delay and certainty of reward, respectively. Impul-
sive choice uniquely relies on delay processing, and interval 
timing processes have been implicated as playing an impor-
tant role in impulsive choice (Baumann & Odum, 2012; 
Cooper, Kable, Kim, & Zauberman, 2013; Cui, 2011; Kim & 
Zauberman, 2009; Lucci, 2013; Marshall et al., 2014; Taka-
hashi, 2005; Takahashi, Oono, & Radford, 2008; Wittmann 
& Paulus, 2008; Zauberman, Kim, Malkoc, & Bettman, 
2009). The dorsal striatum (DS) is a key target for timing 
processes as it has been proposed to function as a “supramo-
dal timer” (Coull, Cheng, & Meck, 2011) that is involved in 
encoding temporal durations (Coull & Nobre, 2008; Matell, 
Meck, & Nicolelis, 2003; Meck, 2006; Meck, Penney, & 
Pouthas, 2008). Thus, one would expect that poor function-
ing of the DS may be responsible for promoting impulsive 
choice behavior through the route of increased variability 
in timing (which may operate to decrease delay tolerance). 
There is no direct evidence to support this supposition, so 
future research should examine this possibility.

Risky choice, however, uniquely relies on reward omis-
sion and reward probability sensitivity. Here, the basolateral 
amygdala (BLA) contributes to the encoding of an omitted 
reward (Frank, 2006), so this structure is a likely candidate 
for processing reward probability information that contrib-
utes to the overall reward value computations in risky 
choice. Thus, the BLA should presumably play an impor-
tant role in sensitivity to the previous outcomes, a possibil-
ity that remains to be tested.

Impulsive and risky choice also should conjointly rely on 
structures involved in reward magnitude processing, as reward 
magnitude is involved in overall reward value determination in 
both tasks. The BLA is involved in processing sensory aspects 
of rewards (Blundell, Hall, & Killcross, 2001), so this struc-
ture should be considered as a potential candidate for produc-
ing individual differences in reward magnitude sensitivity that 
would be relevant in both tasks. The orbitofrontal cortex (OFC) 
is also involved in encoding reward magnitude (da Costa 
Araújo et al., 2010), so this is another potential candidate struc-
ture for reward magnitude processing that could affect perfor-
mance on both impulsive and risky choice tasks.

Domain-General Brain Mechanisms

The domain-general reward valuation processes, the key 
structures, and their specific roles are not very well under-
stood. Based on the current literature, choices are likely 
driven by a determination of the action value of different 
outcomes, with a comparison of the action values result-
ing in the final choice (e.g., Lim, O’Doherty, & Rangel, 
2011; Shapiro et al., 2008). Overall reward value computa-
tions are formed by integrating reward magnitude, delay, 
and/or probability (see Figure 15). Mounting evidence indi-
cates that overall reward value is determined by the meso-
corticolimbic structures, particularly the medial pre-frontal 
cortex (mPFC) and nucleus accumbens core (NAC; Peters 
& Büchel, 2010; Peters & Büchel, 2009). The NAC may be 
involved in the assignment of the overall value of rewards 
(Galtress & Kirkpatrick, 2010; Olausson et al., 2006; Peters 
& Büchel, 2011; Robbins & Everitt, 1996; Zhang, Balma-
drid, & Kelley, 2003). As a result, it has been proposed as 
a possible target site for the integration of domain-specific 
information into an overall reward value signal (Gregorios-
Pippas, Tobler, & Schultz, 2009; Kable & Glimcher, 2007). 
This idea is consistent with the importance of the NAC in 
choice behavior (Basar et al., 2010; Bezzina et al., 2008; 
Bezzina et al., 2007; Cardinal et al., 2001; da Costa Araújo 
et  al., 2009; Galtress & Kirkpatrick, 2010; Kirkpatrick 
et al., 2014; Pothuizen, Jongen-Relo, Feldon, & Yee, 2005; 
Scheres, Milham, Knutson, & Castellanos, 2007; Winstan-
ley, Baunez, Theobald, & Robbins, 2005).
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The mPFC has been implicated in the representation 
of reward incentive value (Peters & Büchel, 2010; Peters 
& Büchel, 2011), the encoding of the magnitude of future 
rewards (Daw, O’Doherty, Dayan, Seymour, & Dolan, 
2005), the determination of positive reinforcement values 
(Frank & Claus, 2006), the processing of immediate rewards 
(McClure, Laibson, Loewenstein, & Cohen, 2004), and the 
determination of cost and/or benefit information (Basten, 
Heekeren, & Fiebach, 2010; Cohen, McClure, & Yu, 2007). 
The orbitofrontal cortex (OFC) contributes to both impul-
sive and risky choice (da Costa Araújo et al., 2010; Mobini 
et al., 2002) and is a candidate for encoding the action value 
of a choice (Hare, O’Doherty, Camerer, Schultz, & Rangel, 
2008; Kable & Glimcher, 2009; Kringlebach & Rolls, 2004; 
Peters & Büchel, 2010; Peters & Büchel, 2011; Schoenbaum, 
Roesch, Stalnaker, & Takahashi, 2009). While these struc-
tures form only a portion of the reward valuation system, 
they are likely to play a central role in the determination of 
domain-general valuation of rewards that guides impulsive 
and risky choice behavior and should drive the correlations.

Individual Differences Correlations

There has generally been little emphasis on neural 
correlates of individual differences in impulsive and risky 
choice in animals, particularly with regard to correlations 
between impulsive and risky choice. However, Kirkpatrick 
et  al. (2014) recently examined the correlation of mono-
amines (norepinephrine, epinephrine, dopamine, and sero-
tonin) and their metabolites in the NAC and mPFC with 
individual differences in impulsive and risky choice as a 
function of environmental rearing conditions. There were no 
effects of rearing condition on the neurotransmitter concen-
trations, and there were no correlations of mPFC mono-
amine concentrations with impulsive or risky choice behav-
ior, but there were several significant correlations between 
NAC monoamine/metabolite concentrations and impulsive 
or risky choice behavior. The key neurotransmitter/metabo-
lites were norepinephrine (NE) and serotonin (5-HT) and its 
metabolite 5-hydroxyindoleacetic acid (5-HIAA). The rela-
tionships between serotonergic concentrations and choice 
behavior are shown in Figure 16. For impulsive choice 
behavior, NAC 5-HIAA concentrations were positively 
correlated with the impulsive slope (r = .55) and for risky 
choice behavior, NAC 5-HT (r = −.43) concentrations were 
negatively correlated with the risky mean. Thus, serotonin 
turnover, an indicator of activity, was related to sensitiv-
ity in impulsive choice (measured by the slope) with lower 
concentrations leading to lower sensitivity. In risky choice, 
basal 5-HT levels were related to the risky mean (a measure 
of choice bias) indicating that rats with lower 5-HT levels 

were more risk prone. The I/R rats were generally charac-
terized by lower basal 5-HT levels and lower metabolite 
concentrations suggesting that high levels of impulsive and 
risky choice may be driven by deficient serotonin homeosta-
sis and metabolic processes in the NAC. In addition, indi-
vidual rats displayed similar patterns with NE concentra-
tions, which were negatively correlated with the impulsive 
mean (r = −.44), positively correlated with the impulsive 

Figure 16. Top: Relationship between 5-Hydroxyindoleacetic acid 
(5-HIAA) concentration (in nanograms per milligram of sample) and 
impulsive choice slope. Bottom: Relationship between serotonin (5-HT) 
concentration and the risky choice mean. Adapted from Kirkpatrick et al. 
(2014).
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slope (r = .45), and negatively correlated with the risky mean 
(r = −.44), as shown in Figure 17. The I/R rats, shown in 
red, demonstrated generally lower NE concentrations that 
were associated with higher impulsive and risky means and 
less sensitivity in impulsive choice. NE concentrations are 
generally indicative of arousal levels (e.g., Harley, 1987), 
and the results suggest that the more impulsive and risky 
rats may suffer from hypoactive arousal levels which could 
impact on incentive motivational valuation processes.

In relating the results in Figures 16 and 17 to the concep-
tual model in Figure 15, it is possible that NAC 5-HT and NE 
homeostatic and metabolic processes may be playing an impor-
tant role in incentive value processes, which has been previ-
ously suggested particularly for serotonergic activity (Galtress 
& Kirkpatrick, 2010; Olausson et al., 2006; Peters & Büchel, 
2011; Robbins & Everitt, 1996; Zhang et  al., 2003). This 
suggests that the NAC is a potential source for domain-general 
reward valuation (Peters & Büchel, 2009), and could drive the 
correlations between impulsive and risky choice. Cleary, the 
NAC should be examined more extensively to understand the 
nature of its involvement in choice behavior, particularly in 
promoting correlations between impulsive and risky choice.

Summary and Conclusions

The present review has discussed a number of factors 
involved in individual differences in impulsive and risky 
choice and their correlation. Due to the importance of these 
traits as primary risk factors for a variety of maladaptive 
behaviors, understanding the factors that may produce and 
moderate individual differences is a critical problem. While 
our research on this subject is still in its early stages, we 
have discovered a few important clues to the cognitive and 
neural mechanisms of impulsive and risky choice.

In impulsive choice, timing and/or delay tolerance 
may be an important underlying determinant in both 
outbred and also Lewis rat strains, suggesting that deficient 
timing processes should be further examined as a potential 
causal factor in producing individual differences in impul-
sive choice. In addition, it appears that reward sensitivity/
discrimination may be a factor in impulsive choice as 
well, due to the joint effect of isolation rearing (relative to 
enriched rearing) in promoting both reward discrimination 
and also increasing impulsive choices. Therefore, reward 
sensitivity should be further examined as a factor for inter-
ventions to decrease impulsive choices.

In risky choice, recent outcomes appear to play an 
important role in choice behavior and sensitivity to those 
outcomes may be a key variable in producing individ-
ual differences in risky choice behavior. In addition, rats 

Figure 17. Top: Relationship between norepinephrine (NE) concentration 
(in nanograms per milligram of sample) and impulsive choice mean. 
Middle: Relationship between NE concentration and impulsive choice 
slope. Bottom: Relationship between NE concentration and the risky 
choice mean. Adapted from Kirkpatrick et al. (2014).
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appear to use the certain outcome as a reference point, gaug-
ing uncertain outcomes as gains versus losses relative to the 
certain outcome. This suggests that absolute reward magni-
tudes may be less important in risky choice. While absolute 
value may be less important, the relative subjective valua-
tion processes in risky choice induced loss chasing when 
the probability of nonzero losses of one pellet was manipu-
lated directly. Loss chasing predicted greater overall risky 
choices, suggesting that loss chasing may play a role in over-
all risky choice biases. Further research should examine loss 
chasing as a potential causal factor in risky choice behaviors.

Finally, an examination of the pattern of impulsive and 
risky choice revealed strong correlational patterns between 
impulsive and risky choice across the full spectrum of indi-
vidual differences. As a result of the strong correlation, 
approximately one third of the rats (the I/R rats) demon-
strated overly high impulsive and risky choices. The corre-
lation of impulsive and risky choice was not moderated by 
environment rearing, which is not surprising given the lack 
of effects of rearing environment on risky choice behaviors. 
Further research should aim to determine factors that moder-
ate the correlation between impulsive and risky behaviors. 
The examination of neurobiological correlates of impulsive 
and risky choice suggest possible targets of domain-general 
processes involved in subjective overall reward and incen-
tive valuation in structures such as the NAC.

While the present review only provides some prelimi-
nary insights into the mechanisms of impulsive and risky 
choice and their correlational patterns, the consideration of 
the conceptual model in Figure 15 may provide an initial 
framework for interpreting these results and for motivat-
ing further work. The parsing out of domain-general versus 
domain-specific factors can provide a means of understand-
ing both the shared (domain-general) and unique (domain-
specific) processes involved in impulsive and risky choice. 
While this conceptual model will undoubtedly undergo 
some degree of metamorphosis as our understanding grows, 
the focus on domain-general and domain-specific factors is 
likely to motivate a plethora of future research in this area.
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