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Abstract 

This paper investigates the role and perceptions of middle managers and how they influence business 
performance in Sri Lankan companies. The study presented here is based on a questionnaire survey of 121 
middle managers regarding issues of communication, group decision making, and organizational leadership. 
Quantitative analysis of the responses suggests that organizations with collectivistic leaders achieve better 
performance. As a result, it is argued that collectivism, which includes middle management, can positively 
contribute to Sri Lanka’s business development and economic recovery.  

Keywords: Communication, Group decision making, Performance, Collectivism, Individualism, Leadership, 
Middle managers, Sri Lanka 

1. Introduction 

Business organizations face considerable challenges in the face of rapid technological development and global 
economic change. In Sri Lanka, these challenges have been heightened by the 30 year long civil war that ended 
in 2009 and the tsunami disaster of 2004. As an emerging economy, a key issue facing the country is to develop 
business models that can effectively respond to these challenges. Innovative, efficient and sustainable utilization 
of resources are intrinsic to long term planning and strategy. To this end, top management, middle management 
and employees need to work as an integrated team. This paper argues that the role of the middle managers is 
vital in this regard, since they are the link between senior management and employees, and also front line 
communicators who can readily complement leadership.  

Research on organizational behaviour traditionally casts the CEO as the most influential change agent in the 
business environment (Chung & Lo, 2007; Beugre et al., 2006; Caldwell, 2003; Grant & Cibin, 1996). However, 
the view that management and leadership are synonymous has been criticized, since they perform two different 
roles. (Caldwell, 2003; Zaleznik, 1990). Leadership extends beyond the knowledge of management processes. 
Managers tend to focus on processes while leaders focus on imaginative ideas. Leaders not only dream up ideas, 
but stimulate and drive other people to work hard and create reality out of ideas (Zaleznik, 1990). Research on 
the role of middle managers is limited, despite their function in linking top management and employees. In some 
cases, interviews with employees have revealed that their CEOs meant nothing to them, because it is the middle 
managers who are the heroes in their eyes (Brubakk & Wilkinson, 1996). The middle managers proximity to the 
employees and opportunity to identify conflicts and problems, as well as decoding corporate messages for 
employees play a key role in managing change and contributing to the organization’s desired goals. However, 
when the necessary power and tasks are removed from middle managers or when they perceive the top 
leadership negatively, there is some evidence to suggest that middle managers become reluctant managers (Wu 
et al., 2007). Building team work, knowledge and consciousness of organizational goals depends on how middle 
managers perceive their leaders and their strategic visions.  
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The roles played by middle and lower levels of management tend to be neglected in the literature on corporate 
culture. But how do the middle managers perceive their leaders? Does this perception make any difference to the 
bottom-line? Answers to these questions should be of interest to the management of any organization. This type 
of research is crucial for multinational companies in developing countries due to their cultural diversity of 
external and internal environment, and also due to their ability to attract foreign investors. With increasing 
international economic activities and globalization of markets, questions are raised about the effective 
application of western management and leadership techniques in emerging markets (Walumbwa & Lawler, 
2003). When western multinational companies (MNCs) move towards Asia seeking competitive advantage, is it 
possible for their expatriates to carry their familiar and well-established management practices with them to? 
What are the challenges to be met as a consequence? As an emerging economy, the case of Sri Lanka is worth 
consideration. 

The economy of Sri Lanka has gone through a massive reformation since the liberalization of trade in 1977. Sri 
Lanka has now classified (together with Chile, Argentina, and Uruguay) as one of only four countries outside 
East Asia that has achieved a clear policy shift from import substitution-based industrialization to 
export-oriented industrialization (Athukorala & Rajapatirana, 2000). To respond to this change, there has been 
substantial foreign investment in Sri Lanka and many new business ventures have appeared in the domestic 
business arena. The share of foreign direct investments in local industries has increased in dramatically. In 1977, 
the share of foreign firms in the export manufacturing sector was 24%. By the mid 90’s, it managed to increase 
the share up to 80% (Athukorala & Rajapatirana, 2000). Today Sri Lanka is gaining high popularity from the 
developed world for its skilled but cheap labour market and also for its attractive tax policies.  

Apart from the world-wide attention Sri Lanka received at the time of the tsunami disaster in December 2004, 
the country remains little explored in the scholarly world of management. While some research has been 
published in this context (Kumarasinghe & Hoshino, 2003; Chandrakumara & Sparrow, 2004; Mamman et al., 
2006; Akuratiyagamage, 2007), and to the best of our knowledge, there is little or no research that has focussed 
on middle-management’s perceptions of leadership, or on management practices and organizational performance 
in Sri Lanka. It is this gap in the literature that this paper seeks to fill. 

The work presented here is intended to assist top management and CEOs to understand the importance of having 
middle managers perceive them positively, as well as their influence on management processes, which in turn 
have a direct effect on the overall performance of the company. It can also contribute to company performance 
by improving quality and innovation,. 

In what follows, we will discuss (i) previous research about middle managers’ perceptions on leadership styles, 
communication and decision making, (ii) the methods used to investigate these issues and (iii) the results of the 
questionnaire survey that was sent to a sample of middle managers in Sri Lanka will be analysed and discussed. 
The limitations of the current study and potential future research are presented by way of conclusion.  

2. Literature Review 

In this section, the concept of leadership and the evolution of different leadership styles are briefly discussed, 
and the literature on leadership in cross-cultural context is reviewed. A research framework is developed and 
hypotheses are derived based on this review. 

2.1 Leadership 

Research on leadership covers the past several decades (Schmid, 2006; Oshagbemi & Ocholi, 2006; Buus & 
Saslow, 2005; Rodsutti & Swierczek, 2002). Leadership is defined in many ways. It is variously viewed as a 
focus of group processes, personality and its effects, the art of inducing compliance, the exercise of influence, an 
act or behaviour, a form of persuasion, power relation, an instrument of goal achievement, an emerging effect of 
interaction, a differentiated role, the initiation of structure, or as a combination of elements (Bass, 1990).  

Weber identified three types of leadership; rational-legal, traditional, and charismatic; based on the nature of 
power and authority they enjoy (Weber, 1947). According to Keith Davis, it was the ability to persuade others to 
seek defined objectives enthusiastically; the human factor that binds a group together and motivates it toward 
goals; and the ultimate act that brings to success all the potential that is in an organization and its people (Davis, 
1977).  

White and Lippitt (1960) focus on authoritarian, democratic, and laissez-faire styles of leadership to describe the 
general approach used by the leaders in human situations. Bass describes transactional and transformational 
styled of leadership. In transactional leadership style, the leader influences followers through desired rewards, 
and under transformational leaders, the followers are transformed through intellectual stimulation and higher 
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level of motivation (Bass, 1985). Yang et al (2010) investigate the relationship between middle managers’ 
transformational leaders and the performance of front line employees and confirm the existence of influence of 
middle managers on front line employees, bypassing their immediate supervisors, and also the existence of the 
moderating effect of the supervisors’ power distance value. Hancer et al (2009) analyze the relationship between 
middle-level managers’ personal risk-taking propensities and corporate entrepreneurship among 106 
middle-level hotel managers in Turkey. Since none of the risk factors which included profit risk, emotion risk, 
managerial risk, or venue risk influenced corporate entrepreneurship, they suggest that middle managers must 
have the support of top management for risk taking along with a reasonable tolerance for failure.  

The research carried out by Wu et al. (2007) was an attempt to identify the influence of the immediate 
supervisor’s transformational leadership on employees’ cynical attitudes towards organizational changes in the 
Chinese context. They concluded that transformational leadership was negatively related to employee cynicism 
about organizational change and that this relationship was mediated by employees’ informational and 
interpersonal justice perceptions. The relationship was enhanced when employees perceived their work group as 
cohesive.  

2.2 Collectivism and Individualism 

The influence of national culture in organizational settings has been brought to light by Hofstede (1980) in his 
work on national cultures, and it has broadened the arena of organizational research substantially (Ramamoorthy 
et al. 2007). Even though his research was heavily criticised in the later years (Bakersville, 2003), his work has 
been strengthened by the global study of House et al., (2004) and is still used extensively.  

According to Hofstede’s research, some less individualistic countries are less developed in terms of their 
economic growth. Those societies respect tradition and collective thinking. One of the key characteristic of 
individualistic and collectivistic values is the emphasis placed on the individual goals versus collective goals. 
Individualists put more weight on self-interest, personal goals and personal achievements. Collectivists place 
group goals ahead of the individual goals. Collectivistic societies are characterized with large power distance, 
inter-dependence on the group members, extended family relations, high communication and group decision 
making (Hofstede, 1991). If we match this conceptualization with the traditional values in Sri Lanka, Sri Lanka 
can be viewed as a member of the collectivistic group of countries. 

Walumbwa et al. (2003) have investigated the moderating impact of collectivism on the relationship between 
transformational leadership behaviour, collectivism, work-related attitudes, and perceptions of organizational 
withdrawal behaviour in China, India, and Kenya. Their research reveals a moderating effect of collectivism on 
the relationship between transformational leadership and work-related outcomes, such as facets of job 
satisfaction, organizational commitment, and perceptions of organizational withdrawal behaviours. Contrary to 
their expectations, transformational leadership explained a greater proportion of variance in all outcome 
measures under low, medium and high collectivism. The authors believe that transformational leaders pay 
special attention to each individual’s abilities, aspirations and needs to enhance their confidence in facing 
challenges in their work. Ramamoorthy et.al. (2007) report that Indian employees were slightly but significantly 
less individualistic than Irish employees on supremacy of individual goals and on solitary work preferences, but 
on competitiveness, Indian employees were more individualistic than Irish workers (Ramamoorthy et.al. 2007).  

Freeman’s research on individualism and collectivism in Sri Lanka concludes by saying that some conditions of 
individualism and collectivism are likely to differ across different social groups categorized on their location of 
residence, socioeconomic status, educational level, and occupational status (Freeman, 1997). It forecasts that 
with the continued expansion of urban industrial development and rising incomes, there will be a shift towards 
individualism in Sri Lanka. This work supports a previous research finding in which individualism is seen as a 
behavioural characteristic in middle and higher executive levels (Nanayakkara, 1988). The contrasting results 
reported from these environments clearly requires empirical research. 

2.3 Middle Managers 

Middle managers have traditionally been seen as suppliers of information and the consumers of decisions made 
by the top-level managers, in their business organizations (Thompson, 1967). The object of the communication 
system is coordination of all aspects of the organization (Barnard, 1938). Instead of top-down or bottom-up 
models, some researchers have paid attention to the “middle-up-down” approach emphasizing the ‘knowledge 
creation’ by the middle managers. Middle managers are synonymous with “backwardness”, “stagnation” and 
“resistance to change” but they are the key to continuous innovation (Nonaka & Takeuchi, 1995). In the process 
of knowledge creation, employees, especially the middle managers, play an important role building up a new 
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organization structure and transforming knowledge between the traditional hierarchical system and project teams 
(Nonaka & Takeuchi, 1997).  

Middle managers are in a strong position to introduce organizational change. Foreseeing turbulent times ahead, 
Peter Drucker said, the very term ‘middle management’ is becoming meaningless in the context of what he 
called as the ‘double-headed monster’ (Drucker, 1980). Drucker emphasizes the important role of middle 
managers in creating and maintaining effective management systems. Upward influence is commonly associated 
with consensus decisions, commitment to goals, and innovation (Schilit, 1987). This view is confirmed by many 
scholars including Nonaka & Takeuchi (1995). During the last decade Japanese companies have undergone 
major changes. Many of them have downsized and middle managers have been burdened with extra 
responsibilities and the stress of uncertainty concerning their jobs (Iida & Morris, 2008) Shedding a new light on 
the symptoms of organizational problems at middle management level in Japanese companies, Karube et al 
(2009) postulated that extra organizational load is prevalent in deteriorating organizations. They further claim 
that rigid conformity and excessive emphasis on harmony may make it difficult for middle managers to realize 
new strategic initiatives.  

2.4 Communication 

Communication and inter-personal relationships are closely related to organizational factors which lead to job 
satisfaction and better performance (Jo & Shim, 2005), which eventually leads to better overall performance in 
organizations. Therefore effective communication is vital at every level to ensure smooth running of the 
organization (Brownell, 1991). As Jo and Shim (2005) demonstrate, supportive oral communication was 
positively related to the perceptions of the individuals on supportiveness and friendliness of the management. 
They found that managers who communicate well and attentively to their subordinates achieve better results in 
situations that involve nurturing and maintaining trustworthy relationships. Neelankavil et al. (2000) conducted 
cross-cultural comparative research on the perceptions of middle-level managers and performance in China, 
India, Philippines and United States. They found culture has a significant impact on managerial practices 
particularly between China and the United States. Further they found significant differences among managers of 
the three Asian countries as compared with US. Their findings show that while Chinese and American middle 
managers represented two extreme leadership styles of individualism and collectivism. In communication and 
decision making, Filipino and Indian managers were found much similar to US than Chinese counterparts. 
Addressing the issue of corporate social responsibility (CSR) in small- and medium-sized enterprises (SMEs), 
Nielsen and Thomsen (2009) conducted a case study interviewing three middle managers in two firms in 
Denmark. They concluded that in order to develop corporate identity and image of the firms as good corporate 
citizens, SMEs need to strengthen both direct and indirect communication. 

Highlighting the importance of middle managers, Robbins (1983) points out tall organizations reduce the power 
of top management, because middle managers gain control over the information. Since middle managers know 
more about what is going on at the operational level, they also can filter out information before passing it up to 
the top management. Westley (1990) emphasizes the dissatisfaction among middle managers who often perceive 
as they are excluded from the strategic process. He concludes that the top management should pay attention to 
the conditions wherein middle managers are likely to experience exclusion, inclusion, and sustained energy on 
strategic issues. Middle managers feel exclusion when there is resisted conversation, lack of formal or informal 
mechanisms to allow middle managers to communicate cross-functionally, or when general strategic discussions 
are limited to top status group. Consequently, top management should address the ‘exclusion and inclusion’ 
issues strategically and tactfully to convert the relationships with middle managers into positive relationships in 
order to gain better long-term results.  

2.5 Decision Making 

Research on upward influence in decision making has received little attention (Schilit, 1987). The results of 
research by Schilit confirms that middle level managers’ influence on upward strategic decisions, both high-risk 
and low-risk decisions, led to greater incidents of success than failure. Those decisions were however more 
prevalent in private organizations than public organizations. Middle level managers who had longer work 
experience with their senior managers had also been seen as the key influencers in strategic decision making by 
creating and building mutual trust.  

The following three hypotheses are derived from the research presented above.  

Hypothesis 1. Communication and group decision making has a significant influence on organizational 
performance.  
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Hypothesis 2. Communication systems are more effective in business organizations where middle managers 
perceive their leaders as more collectivistic, and have significant positive influence on performance.  

Hypothesis 3. In business organizations where middle managers perceive their leaders as more collectivistic, 
with greater emphasis on group decision making, this will have significant positive influence on performance.  

3. Methods 

3.1 Survey method  

A structured questionnaire was the main instrument used in this study. In the view of many experienced 
researchers, structured questions produce more relevant and comparable responses than open-end ones 
(Rosenthal & Rosnow, 1991). The questions were developed using the Likert Model of Item Analysis, and used 
only four scales in order to avoid indifferent answers, or selecting the middle scale for convenience. The four 
scales were ‘strongly agree, agree, disagree, and strongly disagree’. The questionnaire was reviewed by 
professionals and practitioners and pre-tested by administering it to 25 managers who were the participants of an 
executive program in a leading university in Sri Lanka.  

3.2 Sample 

The sample was randomly selected from businesses functioning in the Greater Colombo area. A total of 200 
questionnaires were distributed with the permission of the chairman or the director of the companies. 
Questionnaires were handed out to companies to be completed by a manager under the CEO in each company. A 
cover letter with each questionnaire, promised all participants strict anonymity. Telephone calls were made to act 
as reminders and provide notification before collection. A 121 questionnaires were completed and returned 
constituting a response rate of 60.5 percent. Of these, 66 companies were registered on the Colombo Stock 
Exchange. Four companies in the sample were fully decentralized plants or profit centres of multi-business 
companies. Twenty-seven companies had not declared their company name or other contact details in the 
questionnaire. Therefore they were not in the company list.  

Financial performance data were obtained from published annual reports; consequently the use of quantitative 
performance analysis was limited to the listed companies in the sample.  

3.3 Organizational factors 

Key variables were selected for the organizational attributes of leadership (Hater & Bass, 1988; Neelankavil et 
al., 2000; Xenikou & Simosi, 2006), communication (Robbins, 1983; Hater & Bass, 1988; Brownell, 1991; 
Neelankavil et al., 2000; Hofstede, 2001, Jo & Shim, 2005), and group decision making (Burns & Stalker, 1961; 
Keller et al., 1974; Hofstede, 1980; Robbins, 1983; Hater & Bass, 1988; Neelankavil et al., 2000). Both 
communication and group decision making have been identified as crucial factors in establishing healthier 
relationship between leaders and middle managers.  

Variables for the analysis were derived by calculating average mean values of several variables under each 
attribute. To distinguish leadership style as collectivistic or individualistic, average mean value of three variables, 
superior’s control over subordinate’s work, superior’s concern on subordinate’s personal problems, and 
subordinate willingness to talk openly and frankly with the superior was used. The median value for the 
leadership was 2.66. The organizations which have above median value for leadership were categorised as 
collectivistic and below median values were considered as individualistic. The value used for communication 
was the average mean of three variables; speed of top bottom, bottom up, and horizontal communication 
(Cronbach Alpha = .564). Group decision making (GDM) was the average mean of five variables; GDM for 
corporate objectives, GDM for functional objectives, GDM for new technology and development, GDM for 
transfer and promotions, and GDM for reward system planning (Cronbach Alpha = .887).  

3.4 Performance measures 

Measuring performance is a controversial issue in management studies. Some researchers focus only on financial 
measures and some argue about the necessity of both qualitative and quantitative measures. Robson et al. (2006) 
reviewed the empirical studies on behavioural attributes and performance in international strategic alliances. 
They identified three distinct performance measurement approaches; multifaceted assessment, financial 
assessment and stability measurement. Among the 41 studies they reviewed, multivariate performance indicators 
were used in 32 studies. Multifaceted assessments are based upon managers’ perceptual judgements in terms of 
self-rate performance, giving an overall viewpoint on satisfaction with performance or goal achievement. The 
method of multiple assessments stands over the single-facet performance measures which may not adequately 
capture the achievement of the objectives. Even though the balanced scorecard measuring system (Kaplan & 
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Norton, 1992; Adler & Theivananthampillai, 2006) is considered as a more successive extension of the 
multifaceted assessment, wide use of financial or economic performance measures such as return on equity 
(ROE) (Mak & Akhtar, 2003), return on assets (ROA), return on sales (ROS) (Goll & Sambharya, 1998), return 
on investment (ROI), sales growth rate (SGR), profit growth rate (PGR) (Kumarasinghe & Hoshino, 2003) are 
still commonly used.  

The Japanese way of pursuing excellence is called KAIZEN, or a system of continuous improvement. Whereas 
western management rates innovation and dramatic breakthroughs or production techniques very highly, 
KAIZEN or continuing improvement system is undramatic and subtle by way of comparison (Imai, 1991). The 
KAIZEN system and Total Quality Control (TQC) have a very strong connection. TQC typically deals with 
areas such as quality assurance, cost control, collectivism and team work, meeting production and delivery 
schedules, safety, new product development, productivity improvement, and supplier management. The benefits 
of KAIZEN can thrive only under a top management that has genuine concern for the long-term health of the 
company (Imai, 1991). Paladino (2007) investigated the market orientation and resource based view of firms for 
innovation, new product success, financial performance, market share, and customer value. Findings showed that 
organizational learning was strongly associated with market orientation, which in turn impacts various 
performance outcomes. The resource based view also had a significant relationship with new product success. 
Paladino states that innovation had an indirect effect on customer value and financial performance.  

Based of these quantitative and qualitative interpretations on performance, ROI, net profit growth, and average 
sales growth were used for this study as quantitative measures of performance (Marcoulides & Heck, 1993). As 
qualitative measures of performance, quality, service, innovation, new idea proposals, and employee satisfaction 
were used (Miles & Snow, 1978; Delery & Doty, 1996; Liouville & Bayad, 1998; Ahmed et al, 1998; Mak & 
Akhtar, 2003; Prajogo & Sohal, 2006; Paladino, 2007). The indicator of quality was the average mean of five 
items, product quality, waste control, quality of equipment and technology, quality of personnel, and quality of 
training and development (Cronbach Alpha = .714). Service included the average means of two variables, 
supplier and customer service (Cronbach Alpha = .582). Innovation consisted of the average means of three 
variables; creativity and innovativeness of products, processes, and marketing (Cronbach Alpha = .811). New 
idea proposal was the average mean of two variables; introduction of new products and frequent proposals of 
new methods and new ideas (Cronbach Alpha = .551).  

The groups of variables in the constructs of communication, service and new idea proposals had lower alpha 
coefficients than the normally accepted level. Some researchers are rigid about this ‘acceptable level’ and some 
are cautious about the deletion of possible important information merely for the purpose of reaching the 
acceptable alpha level (Spiliotopoulou, 2009). Spiliotopoulou claims that low size of the coefficient alpha might 
not always suggest adequate reliability. Low level of alpha might be related to the limited number of items 
included in the test, or due to the limited width of the scale which may be the cause behind the low alpha 
coefficient in some of our variables. Schmitt states that satisfactory levels of alpha depend on test use and 
interpretation. Even relatively lower (e.g. .50) levels of criterion reliability do not seriously attenuate validity 
coefficients (Schmitt (1996). Therefore we decided to continue with low alpha for some of the variables in the 
analysis. The need for further improvement of the data set was noted. Employee satisfaction was measured by 
only one variable. The data were normally distributed (skewness was less than 0.4) with low or no correlation.  

4. Results 

Table 1 shows descriptive statistics of the behavioural factors and performance variables in the total sample of 
121 business organizations.  

Eighty one organizations were categorized as having collectivistic leadership and 26 organizations with an 
individualistic leadership approach. Among the 66 organizations, there were 41 companies with collectivistic 
leaders and 25 companies with individualistic leaders. Compared to the mean values in individualistic companies, 
collectivistic companies scored higher values in all behavioural and qualitative performance factors except in 
quantitative measures of the net profit growth and average sales growth.  

The regression results in the tables from 3 to 8 show the influence of communication and group decision making 
on performance measures and also the differences among the two types of organizations in which middle 
managers perceive their leaders differently. The sample was tested against multicollinearity and the values were 
within the tolerance range.  

With regards to the total sample of 121 companies, Table 2 shows that both attributes of faster three-way 
communication and group decision making made significant positive influence on quality, service, and 
innovation. Group decision making had a relatively lower but a significant and positive influence on new idea 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

Published by Canadian Center of Science and Education 9

proposals and employee satisfaction. When the model was applied separately for the companies with 
collectivistic and individualistic leaders, significant correlations were found in the collectivistic group. Within 
collectivism, group decision making was a significant factor for quality, service, innovation, and employee 
satisfaction. Communication had only a lower level of influence on innovation but no influence on other 
measures (Table 3). The organizations functioned under individualistic leadership, communication or group 
decision making were not good predictors of qualitative performance in those companies (Table 4).  

When the regression model was run to see the nature of the relationship between behavioural factors and 
quantitative performance measures, the results were rather opposite. In the sample of 66 companies, in which the 
quantitative financial data was available, we could see communication as a significant factor but having a 
negative influence on ROI. Group decision making had a positive influence and the model was significant. Profit 
growth or sales growth did not show significant results (Table 5).  

In the collectivistic group, the profit growth and ROI were positively and significantly influenced by group 
decision making. The model for ROI was significant (Table 6). Communication had a significant negative 
influence on ROI, and not significant with profit growth or sales growth. Under individualistic leadership, there 
was no significant result between quantitative performance factors and behavioural factors (Table 7). 

5. Discussion 

All the hypotheses were supported except for quantitative performance measures. As we hypothesized in H1, 
both communication and decision making showed a significant and positive influence on qualitative performance 
measures. In the case of quantitative measures, our prediction was partially supported. Group decision making 
showed significant and positive influence on ROI but communication had a negative influence. The results from 
the total sample suggested that more group decision making but less multi-directional communication were good 
predictors of company’s ROI. In the group of companies with collectivistic leaders, much stronger results were 
derived (H2). In those organizations both communication and group decision making had strong influence on 
both qualitative and quantitative measures except between communication and quantitative measures. Under 
individualistic leadership condition (H3), there were no significant relationships between communication and/or 
group decision making, and qualitative or quantitative performance measures.  

These results raise the need to explore why the sample organizations in Sri Lanka did not impact on quantitative 
measures such as profit, sales or ROI, while there was evidence of the existence of ‘so-called’ better 
management practices that could lead to financial success as described in western management concepts.  

The results were consistent with the empirical research findings by Niles (1999). Niles showed that Australians 
who carry the western work ethics scored highest on outcomes of hard work and lowest on self reliance, while 
the Sri Lankans who represent Buddhist or eastern work ethics scored highest on self-reliance and lowest on 
outcomes. His study suggests that Sri Lankans endorse a work ethic defined as ‘respect for, admiration of, and 
willingness to take part in hard work’ more strongly than people from the western cultures. Niles also recognized 
Sri Lanka as a collectivistic country, and concludes by saying that most religions and most cultures seem to have 
a common concept of work ethic; defined as a commitment to hard work and to excellence. However, what does 
not seems to be universal is a direct relationship between hard work and success. There could be a religious 
influence which emphasizes individual responsibility. Niles says that Sri Lankans have the right ingredients for 
economic success, but motivation and the right attitudes are only one part of the factors leading to the economic 
development. The question that arises here is “What is the religious influence in the Buddhist culture of Sri 
Lanka which restricts business development and financial success?” 

Research on the influence of religion in decision making (Fernando & Jackson, 2006) reveals that the religion 
plays a significant role in influencing the judgement, emotional and motivational qualities of Sri Lankan leaders’ 
decision making. Ancient Sinhala texts of Theravada Buddhism explain how persons are expected to react when 
they read or listen to a recital of its narrative. Events of the past have had a direct and significant impact upon 
their present lives and future destiny. In the Buddhist society of Ceylon (now Sri Lanka) bhikkhus (monks) who 
preached the Buddhist way of living performed as teachers and advisors of the community (Rahula, 1966) and 
that practice remains the same even today. Organizations like Sarvodaya in Sri Lanka continuously apply 
Buddhist philosophy and show how positive results can be achieved by effective decision making in a 
collectivist environment. 

Buddhist perspectives on employer-employee relationships are worth careful consideration. According to the 
Sigalovada Sutta which contains the Buddha’s teachings on domestic and social duties, there are five ways in 
which a master should minister to his servants and work people: by assigning them work according to their 
strength; by supplying them with food and wages; by tending them in sickness; by sharing with them any profits; 
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and by granting leave and special allowances. Similarly, there are five ways in which employees ministered to by 
their master: they rise before him, they lie down to rest after him; they are content with what is given to them; 
they do their work well; and they carry about his praise and good fame (de Silva, 1974). The master described 
here is a person who has more collectivistic values, and the employee is a hard-working man. In the Parabhava 
Sutta, another part of the Buddha’s teachings, the Buddha teaches that people who are rich lay people should 
support their elderly parents, but wealth alone should not be promoted. Such practices are likely to affect one’s 
success in life. Wealth itself or the accumulation of wealth negatively perceived in Theravada Buddhism, which 
dominates Sri Lankan society. Theravada Buddhism differs from Mahayana Buddhism, which is commonly 
practiced in Japan, Korea, and China. Wealth sharing is a widely used traditional motto in Sri Lanka. 

Collectivistic leadership promotes qualitative measures which may lead to more sustainable economic 
performance in the long-run through qualitative achievements. The Xenikou and Simosi (2006) suggest that a 
humanistic orientation places significant but negative direct impact on financial performance. Our findings are 
consistent with this conclusion.  

Although there was no positive relationship between behavioural attributes and quantitative performance factors, 
it is worth noting that tax avoidance and lack of policy implementation towards efficiency are also common in 
developing economies like Sri Lanka.  

6. Conclusion 

The aim of the present study was to investigate whether middle managers’ perceptions on their leaders are 
related to communication and decision making processes and influence performance. Organizational behavioural 
attributes were analysed against both qualitative and quantitative performance indicators. 

Our findings show that in organizations in which middle managers perceive their leaders as collectivistic, group 
decision making and fast two-way communication were commonly in practice, and this contributed to high 
quality, better service, innovation, new idea proposals and employee satisfaction. Interestingly, under 
collectivistic leadership, communication or decision making did not influence economic performance. There 
may be an influence of religion for that result and it needs further investigations.  

We suggest in conclusion that CEOs and managers of companies operating in Sri Lanka should consider cultural 
values and religious beliefs when setting economic goals for the organization. They should also allow for group 
decision making and remove barriers that impede fast and two-way communication.  

Limitations of the research include the use of a single-respondent. Collinearity was not tested. Analysis of 
quantitative measures of performance was limited to those companies which have published their financial 
information, accounting for over half of the total sample. Future studies require wider sampling and comparative 
data drawn from other Asian countries.  

 Business models that have been applied to Sri Lanka to date are largely based on western ideologies. However, 
Sri Lanka is a unique environment with a unique history and cultural mix. This uniqueness and its impact on 
business development needs to carefully considered and needs to be part of a much larger research agenda. We 
look forward to contributing towards this agenda in the future. 
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Table 1. Mean differences among organization groups 

Behavioural  & performance 
factors 

Total Sample* 
N=121 

Collectivistic 
N=81 

Individualistic 
N=26 

Mean SD Mean SD Mean SD 

leadership 2.7913 .49425 3.0000 .32914 2.1410 .32895 

communication 2.8836 .58562 2.9600 .60766 2.7067 .49366 

group decision making 2.8078 .74356 2.8907 .72058 2.6273 .73884 

quality 2.9965 .51798 3.0240 .52911 2.8692 .34382 

service 3.1000 .60408 3.1234 .58577 2.9800 .54924 

innovation 2.7788 .68662 2.8248 .67682 2.5972 .64440 

new idea proposals 2.6942 .71480 2.7368 .69510 2.6667 .76376 

satisfaction 2.8704 .47543 2.9481 .45584 2.6087 .49901 

profit growth 381.285 1156.389 276.226 575.568 805.331 2241.835 

average sales growth 161.268 575.607 112.189 547.616 363.511 747.408 

ROI .1368 .1045 .1387 .1154 .1249 .0891 

* For quantitative measures total N=66, Collectivistic N=41, Individualistic N=25 
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Table2. Regression Results for Qualitative Performance Measures in the Total Sample (N=121) 

Dependent Variables Independent Variables In the Model B SEB β t value 

Quality 
 

Communication 
Group decision making 
Constant   
R2 =.345,  F=23.75*** 

.178 

.334 
1.550 

.083 

.067 

.236 

.204 

.470 
 

2.151** 
4.963*** 
6.563*** 

Service 
      
 

Communication 
Group decision making 
Constant 
R2=.211, F=12.00*** 

.181 

.280 
1.790 

.104 

.083 

.294 

.182 

.349 
1.745 
3.353** 
6.086*** 

Innovation 
      
 

Communication 
Group decision making 
Constant 
R2=.284, F=18.01*** 

.327 

.330 

.893 

.115 

.093 

.328 
 

.280 

.348 
2.847** 
3.537** 
2.719** 
 

New idea 
      
 

Communication 
Group decision making 
Constant 
R2=.176, F=9.161*** 

.273 

.271 
1.118 

.144 

.113 

.386 

.214 

.269 
1.902 
2.387* 
2.895** 

Satisfaction  
 

Communication 
Group decision making 
Constant 
R2=0.79, F=3.796* 

.017 

.174 
2.325 

..093 

.073 

.259 

.021 

.270 
.183 
2.375* 
8.961*** 

(*) is p< .05, (**) is p<.01, (***) is p<.001 

 

Table 3. Regression Results for Qualitative Performance Measures under Collectivistic leaders 

Dependent Variables Independent Variables in the Model B SEB β t value 

Quality 
      
 

Communication 
Group decision making 
Constant 
R2=.380, F=19.652*** 

.175 

.394 
1.395 

.094 

.080 

.297 

.197 

.518 
1.863 
4.905*** 
4.691*** 

Service 
      
 

Communication 
Group decision making 
Constant 
R2=.317, F=15.097*** 

.192 

.383 
1.458 

.106 

.091 

.339 

.198 

.461 
1.806 
4.202*** 
4.306*** 

Innovation 
      
 

Communication 
Group decision making 
Constant 
R2=.267, F=12.204*** 

.339 

.321 

.902 

.129 

.110 

.403 

.296 

.328 
2.625* 
2.906** 
2.237* 

New idea 
      
 

Communication 
Group decision making 
Constant 
R2=.173, F=6.776** 

.304 

.238 
1.103 

.154 

.122 

.452 

.247 

.244 
1.972 
1.953 
2.439* 

Satisfaction  
      
 

Communication 
Group decision making 
Constant 
R2=.125, F=4.729* 

-.033 
.228 
2.391 

.094 

.076 

.290 

-.044 
.367 

-.353 
2.975** 
8.234*** 

(*) is p< .05, (**) is p<.01, (***) is p<.001 
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Table 4. Regression Results for Qualitative Performance Measures under Individualistic Leaders 

Dependent Variables Independent Variables In  
the Model 

B SEB β t value 

Quality 
      
 

Communication 
Group decision making 
Constant 
R2=.177, F=2.048 

.217 

.089 
2.044 

.171 

.117 

.419 

.302 

.182 
1.269 
.764 
4.882*** 

Service 
      
 

Communication 
Group decision making 
Constant 
R2=.189, F=2.104 

.467 

.032 
1.607 

.288 

.177 

.654 

.409 

.045 
1.622 
.179 
2.458* 

Innovation 
      
 

Communication 
Group decision making 
Constant 
R2=.452, F=7.005** 

.478 

.371 

.292 

.265 

.180 

.660 

.366 

.418 
1.803 
2.058 
.442 

New idea 
      
 

Communication 
Group decision making 
Constant 
R2=.246, F=2.282 

.647 

.233 

.337 

.502 

.355 
1.109 

.365 

.186 
1.290 
.657 
.304 

Satisfaction  
      
 

Communication 
Group decision making 
Constant 
R2=.010, F=.077 

.129 
-.038 
2.339 

.340 

.217 

.699 

.123 
-.056 

.381 
-.173 
3.348** 

(*) is p< .05, (**) is p<.01, (***) is p<.001 

 

Table 5. Regression Results for Quantitative Performance Measures for the Total Sample (N=66) 

Dependent Variables Independent Variables In  
the Model 

B SEB β t value 

Profit growth 
      
 

Communication 
Group decision making 
Constant 
R2=0.16, F=.420 

-103.794 
138.772 
187.179 

219.234 
154.520 
685.647 

-.069 
.131 

-.473 
.898 
.273 

Return on investment 
      
 

Communication 
Group decision making 
Constant 
R2=.124, F=3.673* 

-.079 
.049 
.224 

.034 

.024 

.105 

-.323 
.284 

-2.347* 
2.062* 
2.139* 

Sales growth 
      
 

Communication 
Group decision making 
Constant 
R2=.046, F=1.226 

-142.212 
-128.602 
997.401 

184.500 
127.004 
571.685 

-.112 
-.148 

-.771 
-1.013 
1.745 

(*) is p< .05, (**) is p<.01, (***) is p<.001 

 

Table 6. Regression Results for Quantitative Performance Measures under Collectivistic Leaders (N= 41) 

Dependent Variables Independent Variables In the Model B SEB β t value 

Profit growth 
      
 

Communication 
Group decision making 
Constant 
R2=.103, F=2.243 

-140.387 
310.735 
-217.144 

200.704 
147.560 
691.214 

-.109 
.328 
 

-.699 
2.106* 
-.314 

Return on investment 
      
 

Communication 
Group decision making 
Constant 
R2=.220, F=5.501** 

-.110 
.062 
.297 

.038 

.028 

.131 

-.421 
.323 

-2.899**
2.226* 
2.265* 

Sales growth 
      
 

Communication 
Group decision making 
Constant 
R2=.030, F=.590 

173.932 
-6.456 
-454.641 

162.948 
115.492 
554.608 

.176 
-.009 

1.067 
-.056 
.417 

(*) is p< .05, (**) is p<.01, (***) is p<.001 
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Table 7. Regression Results for Quantitative Performance Measures under Individualistic Leaders (N=25) 

Dependent Variables Independent Variables In  
the Model 

B SEB β t value 

Profit growth 
      
 

Communication 
Group decision making 
Constant 
R2=.293, F=1.865 

1791.576 
-1187.657 
-1350.310 

1126.938 
616.696 
2171.543 

.709 
-.859 

1.590 
-1.926 
-.622 

Return on investment 
      
 

Communication 
Group decision making 
Constant 
R2=.310, F=2.020 

.149 
-.071 
-.131 

.075 

.041 

.145 

.877 
-.760 

1.990 
-1.725 
-.908 

Sales  growth 
      
 

Communication 
Group decision making 
Constant 
R2=.506, F=4.612* 

-1132.697 
-243.034 
4479.307 

788.322 
431.395 
1519.051 

-.536 
-.210 

-1.437 
-.563 
2.949* 

(*) is p< .05, (**) is p<.01, (***) is p<.001 
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Abstract 

This research investigates trust-building strategies that may influence transactions between individuals and 
unknown Internet firms, focusing on three influential components that mediate the relationship between online 
shoppers and online vendors. Results indicate significant direct effects for trust in the Internet infrastructure, 
susceptibility to the social influence of media, and the presence of influential site characteristics on user 
willingness to provide personal information to unknown Internet firms. This study extends the research on trust in 
electronic commerce by providing a prediction model that is demonstrated to calculate the probability of user 
willingness to provide information. The utility of the model for identifying the relative importance of factors and 
predicting outcomes lends insight into important issues in online trust formation. Knowledge of effective 
trust-building strategies guide organizations that use the Internet for selling, marketing, or servicing customers to 
gain maximum benefits from investments in e-commerce applications. 

Keywords: Trust, Trusted third parties, Social presence, Social influence, Logistic regression 

1. Introduction 

The increasing rate of data breaches (ITRC, 2009) and the increasing consumer fear of identity theft (Steiner, 2008) 
indicate a need for guidance on investment in e-commerce applications that meet specific data collection needs of 
organizations and communicate a credible expression of trustworthiness. Given the current challenging economic 
environment, it is especially important in the context of initial trust formation that organizations adopt a web 
strategy that maximizes user confidence yet minimizes investment in the e-commerce application. 

Two information processing models offer a theoretical foundation for examining factors that influence online 
information-giving behavior. The heuristic-systematic model of persuasive communication (Chaiken and Eagly, 
1983) and the elaboration-likelihood model (ELM) of persuasion (Petty and Cacioppo, 1986) are concerned with 
changes in attitude as a result of exposure to persuasive messages. Both theories assume that, in the absence of 
motivation for effortful cognition, individuals process information at a minimal level. Both theories describe 
cognitive processing as either deep/systematic or shallow/heuristic.  Heuristic processing describes a minimizing 
effort that is more likely to occur when there is limited knowledge, time, or competing demands on cognitive 
ability (Chaiken, Wood and Eagly, 1996). Systematic processing describes a more effortful process that makes 
greater demands on cognitive resources (Chaiken, Wood and Eagly, 1996). In the process of initial trust formation, 
users consider a range of information and utilize a variety of cognitive processing strategies in their 
decision-making process relating to online information-giving behavior. 
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This paper provides a review of prior research, followed by sections describing the research objective, research 
methodology, and data analyses. The paper concludes with a discussion and conclusion section identifying 
important findings from this research, along with suggestions for future research. 

2. Background and Literature Review 

A review of research on user willingness to complete a transaction on the Internet reveals common themes of trust 
in the Internet store (Jarvenpaa, Tractinsky and Vitale, 2000), trust in the vendor (Pennington, Wilcox and Grover, 
2003), trust in organizational practices (Smith, Milberg and Burke, 1996), and user perception of Web site features 
(Belanger, Hiller and Smith, 2002; Gefen and Straub, 2004; Pennington et al., 2003). The literature on trust 
includes five research streams: personality-based, cognition-based, calculative-based, knowledge-based, and 
institution-based trust (McKnight, Cummings and Chervany, 1998). Personality-based trust describes trust 
tendencies that are developed during childhood; cognition-based trust describes trust that develops as a result of 
first impressions and cues from the environment. Calculative-based trust is based on perceived economic 
outcomes, and knowledge-based trust occurs as a result of a history of interaction (Gefen, Karahana and Straub, 
2003). Institution-based trust is generated by “guarantees, safety nets, or other structures” that convey a sense of 
security in a situation (Gefen et al., 2003; McKnight et al., 1998).  

2.1 Trust in the Internet Infrastructure 

The Lee and Turban (2001) model of consumer trust in Internet shopping (i.e., trust in the computerized medium) 
features the perceived technical competence, perceived system performance, and user understanding of the system 
or the medium. There is evidence of a link between positive perceptions about the trustworthiness of the Internet 
and Internet purchase intentions (George 2002, 2004), and between institution-based structural assurance and 
trust-related Internet behaviors (McKnight and Chervany, 2001). Structural assurance is characterized as 
“technological Internet safeguards” such as encryption (McKnight and Chervany, 2001, p. 5).  

2.2 Web Site Characteristics 

Trusted third parties (TTPs) are organizations that work to reduce consumer fear about online security and privacy 
and increase trust in e-commerce transactions (Palmer, Bailey, Faraj and Smith, 2000). A TTP acts as a guarantor, 
providing an assurance of authentication or a brand image or reputation as a foundation for trust. TTPs may be 
classified according to purpose or intention. Privacy seals represent certified data collection and data usage 
processes (TrustE, n.d.; BBB, 2010), while security symbols provide assurance that the site uses the secure sockets 
layer (SSL) cryptographic protocol (GeoTrust, n.d.; VeriSign, 2010). A vulnerability symbol verifies third-party 
scans for vulnerabilities (HackerSafe, 2010). Reliability symbols vouch for the identity of the Web site and may 
affirm ethical practices (BBB, 2010; SquareTrade, 2010; WebAssured, n.d.). Consumer rating symbols indicate a 
satisfied customer experience with the Web site (BizRate, 2009). Although e-commerce literature offers 
contradictory findings on the ability of TTPs to influence online users, there is evidence of the positive effect of 
TTPs on purchasing likelihood (Fogg, Soohoo and Danielson, 2002) and information disclosure for some users 
(Miyazaki and Krishnamurthy, 2002). Additionally, as symbols of expertise, the presence of these artifacts may 
result in less thought given to scrutiny of information about the Web vendor (Chaiken et al., 1996; Petty and 
Cacioppo, 1986). And recent research found a strong correlation between use of Web assurance seals and user 
intention to use an online payment system (Ozkan, Bindusara and Hackney, 2010). 

Web site social presence is a subjective quality based on user perception.  It is defined as the perception of an 
interpersonal interaction due to the impression of human contact and the information richness of the medium 
(Gefen and Straub, 1997). Social presence features may include photographs of smiling customer service 
representatives as well as online-chat. Although Wang and Emurian (2005) found “social cue design elements” (p. 
49) to be less important in promoting trust than visual design and content design, Gefen and Straub (2004) found 
evidence that the perception of social presence increases trust in e-commerce.  

2.3 Social Influence 

Social influence, sometimes referred to as subjective norms, is frequently decomposed into relevant referent 
groups. For example, in research that examined the use of information technology (IT) in an organization setting, 
Taylor and Todd (1995) decomposed sources of social influence into three groups: peers, superiors, and 
subordinates. In the context of e-commerce, Limayem, Khalifa, and Frini (2000) decomposed sources of social 
influence into three groups (friends, family and media), finding the social influence of media and family to have an 
effect on online shopping. Hwang (2005) found all three dimensions of social influence (friends, family, media) to 
be significantly related to online trust, while Bhattacherjee (2000) found news reports, popular press and mass 
media to have a large effect on subjective norms leading to intention to accept e-commerce.  
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The existing literature suggests that these three factors are influential components in the complex relationship that 
occurs between an individual and an unknown online vendor: trust in the Internet infrastructure, Web site features 
of institutional trust and social presence, and social influence. These factors form the framework for the research 
presented here. 

3. Research Objective and Hypotheses 

In view of the inherent insecurity of the Internet and user concerns for information privacy, a question that should 
interest organizations seeking to maximize investments in e-commerce is: What cues of institutional trust and 
social presence are effective in overcoming low trust in the Internet infrastructure and social/media influences to 
persuade first-time users to provide personal information so that online transactions are facilitated? Specifically, 
three research questions are addressed:  

In the context of initial trust formation:   

 Does trust in the Internet infrastructure affect user willingness to provide personal information online? 

 Do Web site elements of institutional trust and social presence affect user willingness to provide personal 
information online? 

 Does general social influence affect user willingness to provide personal information online? 

The research model is presented in Figure 1. 

Trust in the Internet infrastructure is defined as trust in the safety and integrity of the fundamental security 
measures used to protect personal information during online transactions (McKnight and Chervany, 2001). 
Influential Web site characteristics are defined as artifacts of institutional trust (e.g., links to privacy policies and 
symbols of trusted third parties), and elements of social presence (e.g., e-mail links, images of service 
representatives, and options to speak online with service representatives in real time). User susceptibility to social 
or interpersonal influence is defined as the tendency of persons to change their online information-giving behavior 
as a result of social pressure (McGuire, 1968). The dependent variable is willingness to provide personal 
information ranging from data perceived as low risk (i.e., name, email address) to data perceived as high risk (i.e., 
credit card number, social security number) (Miyazaki and Krishnamurthy, 2002). 

4. Research Methodology 

The research consisted of a 3×3×3 between-subjects quasi-experiment designed to test the effects of (1) trust in the 
Internet infrastructure, (2) social influence, and (3) Web site features of institutional trust and social presence on 
user willingness to provide personal information. The context of the study was anticipated patronage of an 
unknown Web vendor that offered a desired product at an acceptable price. The subjects were undergraduate and 
graduate students, considered to be reasonable proxies for online shoppers based on age and education (Drennan, 
Mort and Previte, 2006; Mauldin and Arunachalam, 2002). A total of 628 survey responses were included in the 
final analysis.  

Respondents were advised that the topic of the survey was “Using the Internet for Personal Business.” Using an 
online instrument, subjects responded to questions that assessed trust in the Internet infrastructure and 
susceptibility to social influence before being assigned to a media treatment. Assignment to treatment groups was 
accomplished with alphabetic self-selection menus. That is, based on the first letter of the last name (using 
self-selection), subjects were assigned to one of three media conditions: positive, negative, or none. Then, based on 
the first letter of the first name (using self-selection), subjects were assigned to one of three Web site conditions: 
low-, moderate-, or high-level. According to Shadish, Cook and Campbell (2002), this procedure is 
quasi-experimental in that random assignment occurred by means of self-selection.  

User trust in the Internet infrastructure was evaluated using measures adapted from previous research (Lee and 
Turban, 2001; McKnight, Choudhury and Kacmar, 2002; George, 2004). Following assignment to a media 
treatment, susceptibility to social influence was measured using scales developed and validated as part of this 
study. The media treatments were composites of positive or negative excerpts pertaining to the safety of the 
Internet (selected from national magazines or newspapers and government or non-profit online sources) presented 
as print media. To provide and control for source credibility, both messages were presented as an article in USA 
Today. Following assignment to a simulated Web site on which the type and number of elements that represent 
guarantees, institutional assurances of trustworthiness, and social presence were varied, the effect of these 
elements was evaluated using measures adapted from previous research (Miyazaki and Krishnamurthy, 2002). The 
simulated Web site created for this experiment was “product-neutral” in that it typified a “registration” page on 
which new users would provide personal information to learn more about a product or service.  
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5. Data Analyses 

Statistical analyses included descriptive statistics, univariate analyses of factors affecting trust in the Internet 
infrastructure and susceptibility to social influence, cross-tabulations and chi-square tests to evaluate differences 
across treatment groups, and correlational analyses among the predictor variables. Logistic regression models 
were constructed to examine main and interaction effects.  

5.1 Descriptive Statistics 

The respondents were fairly evenly split by gender (342 males, 286 females), mostly young (453 were 18 to 24 
years of age, 175 were 25 and older), and racially diverse (371 White, 182 Black/African American, 75 other 
races). 

The majority of respondents reported using the Internet extensively: 584 reported daily use; time spent on the 
Internet averaged 17 hours per week. The majority of respondents (449) reported having used the Internet for 7 
years or more. Approximately one fourth of the respondents reported making an Internet purchase on a monthly 
basis, while slightly more than half reported making an Internet purchase a couple of times a year. Table 1 presents 
characteristics of the participants. 

5.2 Logistic Regression Analyses 

Based on results of chi-square tests and correlational analysis, potential predictors of willingness to provide 
information included demographic characteristics, trust in the Internet infrastructure, susceptibility to social 
influence, media treatment, and Web site treatment. This paper focuses on the results of the logistic regression 
analyses. 

Logistic regression relates one or more continuous or categorical predictor variables to a dichotomous dependent 
variable by analyzing the logit or natural logarithm of the odds of the reference outcome, defined as Pi (the 
probability of an event). If Pi is the probability of a “Yes” response, then 1- Pi is the probability of a “No” response. 

The logit transformation occurs in two steps: First, the odds of the event are determined (Pi /1- Pi), then the natural 
logarithm (ln) of the odds is calculated (Pampel, 2000). It is the logit, or log(odds), that serves as the dependent 
variable in logistic regression. 

 log(odds) = logit(Pi) = ln (Pi /1- Pi ) 

 A simple logistic regression equation with independent variable X takes the form: 

 logit(Pi) = a + b1X 

For a continuous covariate, b1 gives the change in the log(odds) for an increase of one unit in X. For example, if b1 
= .555, this value is exponentiated to learn the log(odds) or odds ratio = 1.742. (In SPSS output, this is seen as 
Exp(B) = 1.742.) The odds ratio minus one (1.742 – 1) means a one-unit increase in X results in a 74.2% increase 
in the outcome of the target dependent variable (i.e., a “Yes” response). 

For a categorical covariate, b1 gives the extent to which the odds in favor of one outcome are raised when X is 
raised from the reference level to another level. For example, if b1 = 1.888, this value is exponentiated to learn the 
odds ratio = 6.606. (In SPSS output, this is seen as Exp(B) = 6.606.) This means the odds of saying “Yes” (the 
target outcome) for those who did not receive a media treatment (the reference group) are 6.6 times greater than for 
those who received the negative media treatment (the comparison group).  

An odds ratio greater than 1.0 signifies a positive relationship between two variables, and an odds ratio of less than 
1.0 signifies a negative or inverse relationship. An odds ratio of 1.0 means there is no relationship between a 
predictor and the outcome (Menard, 1995). When an odds ratio is a fraction (i.e., .750), the reciprocal (1/.750 = 
1.33) is interpreted such that the odds of saying “Yes” for those who received the negative media treatment (the 
comparison group) are 1.33 times greater than for those who did not receive a media treatment (the reference group) 
(Pedhazur, 1997). 

The logistic regression models were constructed using a model-building strategy (Hosmer and Lemeshow, 1989) 
that calls for univariate analysis of each variable to select variables for multivariate analyses with subsequent 
analyses considering interactions among the variables. Because chi-square statistics revealed significant 
differences in outcome between gender, race, media, and Web site groups, those variables were included in the 
initial regression model as were the continuous variables of interest (trust in the Internet, social influence of friends, 
social influence of family, and social influence of media). The results provided a subset of five covariates with p 
< .10 that were retained for further analysis: race, trust, media, site, and social influence of family. The results of 
the reduced model showed these five variables to be significant at the .05 level for at least one outcome variable 
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(phone number, credit card number, social security number) or all six outcome variables. Table 2 contains the 
results of the reduced multivariate model.  

Ten two-way interactions may be formed from the variables in the reduced multivariate model. Following the 
strategy suggested by Hosmer and Lemeshow (1989), further analyses examined each of these interactions with all 
variables retained from the reduced multivariate model. When all outcome variables are considered collectively, 
none of the interaction models provides a significant improvement over the main effects only model. Therefore, 
the main effects model was selected for further analysis using the subset of predictor variables identified as 
significant for willingness to provide credit card number. Those covariates are race, trust, media, site, and social 
influence of family. This model was selected because it shares the highest level of significance (.000) with the 
model identified for willingness to provide address, and it is the most inclusive model; that is, it includes all 
variables that are significant for the remaining outcome variables. Of the five parameters in the final model, four 
were statistically significant. The estimates of the main effects logistic regression model are presented in Table 3.  

The most frequently used test of significance of an individual predictor is the Wald Chi-square statistic (Pampel, 
2000). This value indicates the relative importance of the individual variable. The estimates shown in Table 3 
indicate four covariates in the model are important factors for willingness to provide personal information on the 
Internet in the context of initial trust formation. 

Continuous variables. The Exp(B) value or odds ratio value for trust (1.463) indicates a one-unit increase in trust 
results in a 46.3% increase in the odds of the subject providing a credit card number. (Trust in the Internet 
infrastructure ranges in value from -3 to +3 in increments of 0.25.) Based on a negative coefficient and a fractional 
odds ratio, using the reciprocal, the .868 odds ratio for social_2 indicates a one-unit increase in social influence of 
family results in a 15.2% decrease in the odds that the subject will provide a credit card number. (Social influence 
ranges in value from -3 to +3 in increments of 1.0.) 

Categorical variables. The reference group for race is White; and race(1) compares Asian subjects to the reference 
group; race(2) compares Native Hispanic subjects to the reference group; race(3) compares Black/African 
American subjects to the reference group. Based on a negative B-value and a fractional odds ratio, using the 
reciprocal, the 3.67 odds ratio for race(1) indicates an Asian subject is 2.72 times less likely to provide a credit card 
number compared to a White subject (the reference group).  

The reference group for site is low-level; and site(1) compares the high-level treatment to the low-level treatment; 
site(2) compares the moderate-level treatment to the low-level treatment. The odds ratio for site(1) indicates a 
subject who receives a high-level site treatment is 1.6 times more likely to provide a credit card number than a 
subject who receives a low-level site treatment. The odds ratio for site(2) indicates a subject who receives a 
moderate-level site treatment is 1.7 times more likely to provide a credit card number than a subject who receives 
a low-level site treatment. 

5.3 The Prediction Model 

A logistic regression classification table shows the overall success rate in predicting the outcome (yes or no). The 
overall accuracy of the reduced multivariate model to predict willingness to provide credit card number is 69.4%. 
The positive predictive value = 55/88 = 62.5%; the negative predictive value = 370/525 = 70.6% (Pedhazur, 1997). 
The classification table for the logistic regression equation for estimating willingness to provide credit card 
number is shown in Table 4.  

The equation for calculating the probability that a subject will provide a credit card number is given by the 
equation: 

 Probability (Yes) = 1/(1+e-z) 

 where z = the logistic regression equation derived from Table 2. For this model  

 z = -1.111 -1.003*race(1) + .380*trust - .142*social_2 + .470*site(1) + .544*site(2) 

 (Note: Race(1) = Asian; site(1) = high-level; site(2) = moderate-level.) 

This prediction model can be used to calculate the probability of willingness to provide credit card number based 
on the subject’s race, scores on trust in the Internet infrastructure and susceptibility to social influence of family, 
and the level of the Web site treatment (low, moderate, high) (Chan, 2004). Several examples of the utility of the 
prediction model are provided below. 
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5.3.1 Example 1 

Two subjects are presented with a moderate level Web site. Each subject scores 1.5 on trust in the Internet 
infrastructure and 1.0 on susceptibility to social influence of family. These scores indicate the subjects are 
moderately trusting of the Internet and consider the opinions of family members when making decisions about 
providing information online or making purchases on the Internet. The first subject is non-Asian; the second 
subject is Asian. For the first subject, indicator (dummy) coding for race(1) = site(1) = 0, coding for site(2) = 1, and 
the logistic regression equation is: 

z = -1.111 +.380*1.5 - .142*1 + .544*1= 0.139 

e-z = 1.149 

Probability (Yes) = 1/(1 + 1.149) = .465  

indicating the non-Asian subject is somewhat unlikely to provide a credit number at the moderate-level Web site in 
the context of initial trust formation. 

For the second subject, indicator coding for site(1) = 0, coding for race(1) = site(2) = 1; the logistic regression 
equation is: 

z = -1.111 – 1.003*1 + .380*1.5 - .142*1 + .544*1= -1.142 

e-z = 3.133 

Probability (Yes) = 1/(1 + 3.133) = .242  

indicating the Asian subject is unlikely to provide a credit card number at the moderate-level Web site in the 
context of initial trust formation. This comparison shows that holding constant all other factors of the model, an 
Asian subject is much less likely to provide a credit card number than a non-Asian subject.  

5.3.2 Example 2 

Three subjects are presented with a moderate-level Web site. Each subject scores 2.0 on trust in the Internet 
infrastructure. However, scores on susceptibility to social influence of family vary from -1 to +1. The first 
subject’s score on social influence of family is -1, indicating a lack of consideration for the opinions of family 
members when making decisions about providing information online or making purchases on the Internet. For this 
subject, the logistic equation is: 

z = -1.111 +.380*2 - .142*-1 + .544*1= -.335 

e-z = .715 

Probability (Yes) = 1/(1 + .715) = .583 

The second subject’s score on social influence of family is zero, indicating a neutral stance on the consideration of 
the opinions of family members. The logistic equation for this subject is: 

z = -1.111 +.380*2 - .142*0 + .544*1= .193 

e-z = .825 

Probability (Yes) = 1/(1 + .825) = .548 

The third subject’s score on social influence of family is +1, indicating moderate consideration for the opinions of 
family members. The logistic equation for this subject is: 

z = -1.111 +.380*2 - .142*1 + .544*1= .051 

e-z = .950 

Probability (Yes) = 1/(1 + .715) = .513 

This comparison shows that holding constant race, trust in the Internet infrastructure, and site-level, increasing 
levels of susceptibility to social influence function to reduce the probability that subjects will provide a credit card 
number in the context of initial trust formation. 

5.3.3 Example 3 

Three subjects are compared who differ only on the basis of Web site viewed. These subjects are non-Asian, have 
moderately high scores on trust in the Internet infrastructure (score=2.0) and low positive scores on susceptibility 
to social influence of family (score=1.0) indicating moderate consideration of the opinions of family members. 
The first subject viewed a low-level site, the second subject viewed a moderate-level site, and the third subject 
viewed a high-level site. 
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For subject one (low-level site), the logistic regression equation is  

z = -1.111 +.380*2 - .142*1 = -.493 

e-z = 1.637 

Probability (Yes) = 1/(1 + 1.637) = .379 

For subject two (moderate-level site), the logistic regression equation is  

z = -1.111 +.380*2 - .142*1 + .544*1= .051 

e-z = .950 

Probability (Yes) = 1/(1 + .950) = .513 

For subject three (high-level site), the logistic regression equation is  

z = -1.111 +.380*2 - .142*1 + .470*1= -.023 

e-z = 1.023 

Probability (Yes) = 1/(1 + 1.023) = .494 

This comparison shows that holding constant race, trust in the Internet infrastructure, and social influence of 
family, a moderate-level web site results in the highest probability that a subject is willing to provide a credit card 
number. A high-level site results in a slightly lower probability, and the low-level site produces the lowest 
probability that a subject is willing to provide a credit card number in the context of initial trust formation. 

In summary, the main effects model predicts with 62.5% confidence that, in the context of initial trust formation, 
Asian subjects are less likely than non-Asian subjects to provide a credit card number; increasing levels of social 
influence of family result in reduced probabilities that subjects will provide a credit card number; and a 
moderate-level Web site treatment results in the highest probability that subjects will provide a credit card number. 

6. Discussion and Conclusion 

The results of this experiment indicate trust in the Internet infrastructure, the presence of Web site features of 
institutional trust, and susceptibility to the social influence of media are positively related to willingness to provide 
personal information online in the context of initial trust formation. Additionally, significant differences in online 
information-giving behavior were observed between ethnic groups.  

Evidence of systematic cognitive processing (Chaiken and Eagly, 1983) was provided by results that found 
significant differences in willingness to provide information across media treatment groups such that subjects who 
received the positive media treatment were more willing to provide information than subjects who received the 
negative media treatment. Because the media treatment required reading an article and answering manipulation 
check questions, these results describe systematic or “deep” cognitive processing (Chaiken et al., 1996). Evidence 
of heuristic cognitive processing (Chaiken and Eagly, 1983) was provided by results that found the presence of 
influential Web site characteristics influenced willingness to provide personal information. In the context of initial 
trust formation, when the online firm is unknown to the user, symbols of trusted third parties may provide brand 
recognition (Palmer et al., 2000). Because Web site features of institutional trust and social presence are processed 
as cues, these results describe heuristic or “shallow” cognitive processing (Chaiken et al., 1996). The 
heuristic-systematic model suggests that cognitive processing modes may occur simultaneously when motivation 
or capacity or both are high, and both modes of processing may have an impact on judgment. The primary 
difference in these two paths to attitude change lies in the amount of analysis given to the issue under 
consideration. 

The results of this study provide insight for organizations that seek to adopt a strategy to maximize trust for new 
online users at the same time that they minimize investment in e-commerce. The utility of the prediction model for 
identifying the relative importance of factors and predicting outcomes can guide investment on Web site features 
that are sufficient for the specific data collection needs of the organization. 

Because the quasi-experiment simulated a potential information-giving situation for a product-neutral, unknown 
(un-branded) Web site, the results should be interpreted within that limiting context. Also, this quasi-experiment 
included only one operationalization each of the media treatment and the Web site. Because media treatments were 
presented as an article in USA Today and the Web site was a fictional corporation, threats to construct validity 
include mono-operation bias such that the constructs of media influence and Web site features of institutional trust 
and social presence may have been underrepresented. Additionally, a threat to construct validity results from using 
one method of measuring outcome variables (i.e., self-report). 
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Although previous research found social presence to be effective in increasing trust in e-commerce (Gefen and 
Straub, 2004), this study found no evidence that Web site features of social presence increase user willingness to 
provide information. Given contradictory findings and anecdotal evidence that Web site social presence features 
continue to evolve with advances in multimedia technology, future research should explore the use of interactive 
social features such as live chat and other forms of online communication to learn how multimedia elements 
impact initial trust in e-commerce. 

Regarding differences found in information-giving behavior between subjects who received the positive media 
treatment and those who received the negative media treatment and in consideration of marketing research that 
indicates two-sided advertising messages result in higher believability and greater purchase intentions (Golden and 
Alpert, 1987), future research on media influences could look at the effectiveness of Web site information features 
such as news links and/or blogs that present opposing media treatments to offset negative media influences. 
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Table 1. Characteristics of survey respondents 

Age Years Online 

18-24 72% 7 years or more 72%

25-35 21% 4 to 6 years 26%

35-44 5% 3 years or less 2%

45 and over 2%   

 Frequency of Internet Use 

Gender Daily 93%

Male 54% Weekly 6%

Female 46% Monthly or less 1%

    

Ethnicity Frequency of Online Purchase

White 59% Couple of times per year 54%

Black/African American 29% Monthly 26%

Asian 8% Weekly 7%

Native Hispanic 2% Daily 1%

Other 2%   

Note: The final dataset includes 628 cases. The respondents were mostly young, racially diverse and evenly split by gender. Respondents 

reported frequent usage of the Internet and occasional online purchase activity. 

 

Table 2. Results of Reduced Multivariate Model 

 Model chi-square Gm Sig. of Gm 

Significant Variables in the Equation  

(Wald statistic p < .05) 

Name 26.574 .002 race, trust 

Email 25.718 .002 race, trust, media 

Address 31.863 .000 race, trust 

Phone 18.750 .027 social_2 (family) 

CCN 54.056 .000 race, trust, site, social_2 (family) 

SSN 16.952 .049 media 

The results of the reduced multivariate model shows five variables to be significant at the .05 level for at least one outcome variable. 

 

Table 3. Logistic Regression Model: Variables in the Equation 

 B SE Wald Df Sig. Exp(B)

Race    8.854 3 .031

Race(1)  -1.003 .397  6.398 1 .011  .367

Race(2)  -.595 .739  .648 1 .421  .551

Race(3)  -.367 .203  3.259 1 .071  .693

Trust  .380 .082  21.306 1 .000  1.463

Media    12.353 2 .002

Media(1)  .409 .217  3.541 1 .060  1.506

Media(2)  -.392 .216  3.282 1 .070  .676

Social_2  -.142 .054  6.862 1 .009  .868

Site    6.702 2 .035

Site(1)  .470 .227  4.227 1 .039  1.601

Site(2)  .544 .223  5.927 1 .015  1.723

Constant  -1.111 .242  21.082 1 .000  .329

The estimates shown in Table 3 indicate four covariates in the model are important factors for willingness to provide personal information on 

the Internet in the context of initial trust formation. 
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Table 4. Prediction Model Classification Table 

  Predicted  

  Willing to Provide CCN Percentage 

Correct Observed  No Yes 

CCN No 370 33 91.8% 

 Yes 154 55 26.3% 

 Overall Percentage    69.4% 

A logistic regression classification table shows the overall success rate in predicting the outcome (yes or no). The positive predictive value = 

55/88 = 62.5%; the negative predictive value = 370/525 = 70.6%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The Research Model 
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Abstract 

Information systems are widely use by many corporations to automate existing operations and to improve 
business activities efficiency. Prior researches have shown that information system adoption did increased firms’ 
performances and operations efficiency. In Malaysia, Small and Medium Enterprises (SMEs) has been targeted 
as a mechanism in generating domestic-led investment to stimulate economic development, particularly after the 
economic crisis that hit the country in 1997. Thus, it is crucial for SMEs to adopt information system to enhance 
their business operations capability and efficiency. Nevertheless, SMEs limited resources to implement 
information systems have been one of the critical barriers that hindered the adoption of information systems. 
Malaysian government has allocated special grants and various initiatives to assist Malaysian SMEs to adopt 
information system software. Therefore, this study is to investigate the impact of accounting information system 
on firm performance of Malaysian SMEs. Panel data was used to analyse firm’s performance. Results revealed 
that SMEs adopting accounting information system show significant improvement in performance compared to 
non-adopters. 

Keywords: Accounting systems, SMEs, Firm performance, Random effect 

1. Introduction 
The growth of computer technology in 1950s had initiated increasing development in information storing and 
processing (Rashid, Hossain, & Patrick, 2001). Computer technologies increase the use of information due to its 
capabilities of analysing massive amount of data and in producing accurate and timely reports. These unique 
features of computer capabilities have lead to the introduction of various information systems such accounting 
information system (AIS), manufacturing resource planning system (MRP) and human resource system (HRM). 
Information system technology has definitely changed the way businesses are being operated (Elliot, 1992). 
Firms that are responsive to these changes are perceived to be able to gain competitive advantage (Porter, 1980; 
Fisher and Kenny,2000).  

Computer revolutions have greatly affected many organisation processes and procedures, in particular the 
accounting process (Ismail, Abdullah, & Tayib, 2003). In the early 1960s, many organizations have started 
utilizing Inventory Control Packages (ICP) technology to integrate and automate their inventory control system 
(Rashid, Hossain, & Patrick, 2001). This system has contributed to increases in business productions and 
transactions as now firms are able to produce more products due to the more systematic order schedule plan 
offered by the system. Thus, this enhances business activities. More businesses and transactions implied that 
there will be more accounting data needed to be recorded and updated. Prior traditional accounting method of 
manually inputting and recording daily transactions has becoming inefficient. Errors such as wrong data entry, 
inefficient tasks performance and massive utilization of paper products have create many problems to business 
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activities and organization’s performance. These inadequacies have led to the emergence of accounting 
information system. A system that is able to gather, analyse and produce reports more efficiently. 

The economic crisis that hit Malaysian economy in 1997/1998 has been an eye opener to many people, 
organizations, and government agencies on SMEs contributions. When many major corporations and foreign 
investors withdrew their investments and move them to new destinations, Malaysian SMEs remained functioning. 
Their struggle and continuous effort to stay in business provide significant contributions in assisting the country 
to confront the economic challenges. In addition, many studies asserted that SMEs form an essential component 
of many economies. In some advanced countries, 98% of SMEs dominated to more than 65% of employments 
opportunities and contributed to more than 50% of the country’s gross domestic product (GDP). For example, 
SMEs contributions in GDP/total value were 50% in Korea, 55.3% in Japan and 60% in China. In Malaysia, 
SMEs contribution was valued at 47.3% (Normah, 2006). In addition, SMEs had also been widely recognized as 
the backbone of Malaysian economic due to their strong contributions in promoting endogenous growth in 
industry expansion and development (Saleh and Ndubisi, 2006). This has further warrant for more attention to be 
given to SMEs in assisting their development. 

Globalization and open market phenomena have augmented many businesses’ operations. They create a new 
way of doing businesses. Efficient and effective business processes and activities are strongly demanded. Local 
businesses are not only competing with each other but with multinational companies, which are supported with 
abundant resources to produce high quality products with reasonable pricing. This increases the pressure on local 
businesses, in particular to the management to increase business efficiency by making better judgement on 
business decisions. Real time data and reports would certainly be a considerable assistance to help managers 
make more informed decisions (Ismail, Abdullah, & Tayib, 2003).  

The requirements for updated data in supporting decision making have been increasingly essential particularly 
for SMEs (El Louadi, 1998). This is because, SMEs face competitive pressure not only from within the SMEs 
industries and other larger firms, but they also have to compete with giant multinational companies. Informed 
decisions will enable SMEs to increase business efficiency and remain competitive. Thus, the adoption of 
accounting information system is expected to provide SMEs with the right capabilities and resources in 
achieving these objectives.  

In corresponding with the increasing dependency for high quality information for decision making, 
managements need assurance that they are obtaining relevant and reliable information at the right time with a 
reasonable cost. Assurance could be achieved via advice from professionals to improve decision making quality 
(Marriot and Marriot, 2000) or from internal control systems utilize by the companies (Kinney, 2000).   
Nevertheless, study indicated that these information systems, specifically the accounting information systems are 
underutilized (Gupta and Capen (1996), especially in SME companies (Marriot and Marriot, 2000).   

In Malaysia, various studies on information system success and information system impact on firms’ 
performance have been conducted by Foong (1999), Hussein and Karim (2007) and Ismail (2007). In addition, 
Ismail and King (2007) had conducted a study on the impact of information system alignment with company’s 
objectives in manufacturing companies. They have found out that firms in the aligned group usage of 
informational sophistication differ considerably from the non-aligned group firms. The difference is highly 
significant in analytical based applications. In other words, it was noted that applications such as financial 
analyst, project management, budget variances, modelling, and personnel management have been poorly utilized 
by SMEs. This finding supported the observation that Malaysian companies, in particular the SME are still far 
behind from achieving the optimal utilization of information system.  

Research in information systems is well aware that information system does not directly affect organizational 
performance (Le Blanc & Kozar, 1990). The system must be used and exploited to achieve its intended 
objectives. Therefore, before moving towards adopting more sophisticated and advanced information systems; 
such as Enterprise Resource Planning system (ERP), Customer and Relationship Management system (CRM) 
and Human Resource Management system (HRM), it is important to determine SMEs current usage of existing 
information systems. SMEs current usage levels would be a good indicator to assess the benefits of employing a 
new advance system. This is because low usage of existing information system would imply that these 
companies are still not ready to adopt a more advance system. This situation will raises further questions on why 
these firms need more information when they do not even fully utilize their current information. In 2003, Ismail 
et al. (2003) highlighted that accounting systems adoption in Malaysian  SMEs were still at the infancy stage 
and majority of these firms were only maintaining basic accounting systems. Nevertheless, this study had been 
conducted six years before and many have changed since then. Malaysian citizens’ computer literacy and usage 
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have increases and the country’s educational performances have shown significant improvement. Therefore, it is 
paramount to investigate whether Malaysian SMEs have matured, particularly in information system utilization. 
More specifically to the impact of accounting information system usage on firms’ performance. Hence, the 
objective of this study is to provide empirical evidence on Malaysian SMEs performance after the 
implementation of accounting information system.  

Accordingly, in section 2 is the literature review where we will discuss the common view on accounting 
information system and further differentiate the definition between financial accounting and management 
accounting. This will provide better understanding on the accounting data prepared for the purpose of complying 
with external requirements and data prepared to improve organizational performance. We will also discuss on 
previous research findings regarding SMEs usage of accounting information system and the system impact on 
organization’s performance. Section 3 represents data collection method. A brief descriptive statistic on data that 
have been analyzed is also included at the end of this section. In section 4, we will provide explanation on how 
the panel data was analysed. Finally, in section 5 and 6, we will discuss and summarise the analysis from the 
results obtained. 

2. Literature Review 
2.1 Information System In SMEs 

It is common knowledge that the main objective of a business is to maximise profit either in terms of increases in 
business productivity or by achieving rapid expansion in market shares domination. To achieve this goal, 
businesses need to be responsive to the changes in the environments, in particular to the information technology 
revolution. Nowadays, information technology is a must in many businesses. It is difficult to gain competitive 
advantage and survive without some adoption or implementation of this advancement in technological products. 
Studies has shown that the most widely use information system is accounting information system, specifically in 
financial reporting aspects (Marriot and Marriot, 2000; Riemenschneider and Mykytyn Jr, 2000; and Ismail, 
2007). 

Romney and Steinbart (2000) define an accounting information system as ‘a system that processes data and 
transactions to provide users with information they need to plan, control and operate their businesses. Here, 
accounting information systems are viewed as a system that helps management in planning and controlling 
processes by providing relevant and reliable information for decision making. It suggests that accounting 
information system functions are not solely for the purpose of producing financial reports. It role goes beyond 
this traditional perspective. Accounting information system should be utilized to include planning and managing 
business activities. It could also be used as a controlling mechanism such as budgeting. Therefore, full adoption 
of the system is essential to fully attain the system’s benefits.  

In general, financial accounting data has been commonly defined as information prepared for external users such 
as creditors, investors and suppliers. Nevertheless, its functions could also be extended to include providing 
managers with useful data for making informed decisions or commonly known as management accounting. Both 
information, financial and management accounting information come from the same sources of data; the only 
difference is in the way these data are presented. In management accounting, information is gathered, collate and 
presented in a way uniquely requested by management. This will allow managers to immediately locate the 
information that is useful for them. Alternatively, in financial accounting, reports are prepared in accordance to 
the regulators’ guidelines. 

Traditionally, accounting information systems have been perceived as a means of providing financial 
information to organization (Mia, 1993). There has been considerable evidence that within SME financial 
accounting has remained the principle source of information for managers (Holmes and Nichols, 1988, 
McMahon and Davies, 1994, Nayak and Greenfield, 1994, Mairead, 1977). These studies have also found out 
that SMEs are still having ineffective information management, poor system control, and most decision making 
is on ad hoc basis despite having adopted accounting information system. Mauldin and Ruchala (1999) reason 
that this situation could be attributed to the initial objectives of information technology (IT) adoption. The 
accounting system original role of replacing manual accounting process (Mauldin & Ruchala, 1999) has 
hindered further usage and exploration on the system benefits. Marriot and Marriot (2000) further concluded that 
financial awareness among SMEs’ managers varies considerably and the use of computers for the preparation of 
management accounting information is not at its full potential. 

However, Perrent and Grant (2000) suggested that SMEs do implement effective information and control 
through informal means and that decision making process can be more sophisticated than anticipated. They 
argued that these contradiction stems largely from the researchers’ paradigm rather than any real contradiction. 
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In addition, Ismail and King (2005) found that some SME managers are capable of using IT strategically rather 
than focusing on administrative efficiency suggesting that the use of IT has expand towards management 
accounting context.  

2.2 Information System Impact on Firms’ Performance 

SMEs accounting information system implementation and success have been extensively researched. Recent 
research development focuses on the relationship between firms strategies alignment with information system 
(Tan, 1996; Li and Ye, 1999). These studies suggested that there are positive relationship between strategy and 
strategic information technology. A study conducted by Shin (2001) discovered that IT investments will be more 
efficient if the systems implementation is allign with the firms’ strategy. This argument is supported by Cragg et 
al. (2002) asserting that IT implementation which is allign with business strategy prove to have positive impact 
on firms’ performance. In addition, Davenport (1998) highlighted the importance of having a good fit between 
firms’ requirement and technology capabilities. The mismatch between what is needed by the firms and service 
offered by the new technology will yield poor performance. Nevertheless, HyvÖnen (2007) also added that 
sophisticated information technology aligned with ineffective performance measure will yield lower 
performance outcome. This raises the need for careful planning and strong justification process to be undertaken 
before firm reaches the decision to implement an information system.This issue is more profound within SMEs 
due to their limited resources and experience in IT field (Mitchell, Reid, & Smith, 2000). 

Other authors (Bruque, 2007; Riemenschneider et.al, 2003) investigated factors that influence the adoption of 
information technology in SMEs. Both authors generally agreed that SMEs adoption of information technology 
were mainly influenced by the perceived benefits of implementing the systems and stems from the pressures 
received from competitors, customers, and suppliers to ensure business continuity and survival in the 
increasingly competitive environment.  

Many firms invest in advanced information technology aiming at collecting more information to assist decision 
making performance which will eventually lead to improve efficiency and firms’ profitability. Study showed that 
firms’ that acquire extensive IT resources are able to create competitive advantage (King, 1989). Nevertheless, 
prior researches have difficulty providing evidence on positive relationship between IT investments and firms’ 
performance (Mahmood & Mann, 1993; Ismail, 2007). Mixed and inclosclusive findings suggesting that a more 
in depth analysis is required.  

3. Data  

Data for this study was collected from SMEs in Klang Valley. Klang Valley was chosen since it is known as the 
hub of Malaysia SMEs businesses as almost 48.8% (http://www.smeinfo.com.my) of Malaysian SMEs are 
located in this area. In addition, the study conducted by Saleh and Ndubisi (2006), have mentioned that majority 
of SMEs are located in the central part of this country. Financial statement data were gathered for a five years 
period commencing from year 2004 to 2008. Questionnaires were sent to various SMEs industries. Financial 
firms such as investment firms are excluded from this sample due to the different nature of their business. Firms 
that have missing value for selected variables which were used in this study were also excluded from this sample. 
Thus, the final sample of this study comprises of 205 firm-years. In addition, limited number of response 
received inhibited further classification of these SMEs according to their respective industries. 

Dependent variable used in this study was firm performance. Return on assets (ROA) was used as a proxy for 
firm performance. We measure ROA as net income over total assets. Dummy variables were used to indicate 
firm that had adopted accounting system (AS) and firm that did not adopt any accounting system, whereby, 1 
represent firm using Accounting Information System such as UBS and MYOB; and 0 represent firm that does 
not adopt any Accounting Information System. Firm size and leverage were used as control variables. Natural 
logarithm of total assets (LNTA) was used as a proxy for firm size and debt ratio (DR) was used as a proxy for 
firm leverage. The measurement of debt ratio is obtained from the total debt scaled by firm’s total assets 
equation. This study hypothesize that there is a positive relationship between the use of accounting information 
system and firm’s performance.  

Table 1 presents the descriptive statistics for the sample of this study. The average cash conversion cycle is 
1.626 indicating that firm obtained RM1.626 for every RM1 invested in total asset. The average of natural log of 
firms’ total asset is 14.698 with standard deviation is at 1.176. In addition, the result of the descriptive analysis 
also highlighted that in average, it is noted that 53.3% of firms’ asset was financed by total debt.  

4. Methodology 

In achieving this study objective, panel data is more relevant because it contains the necessary mechanism to 
deal with both inter-temporal dynamic behaviour and the individualistic of the firms. For example, it allows 
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controlling for heterogeneity bias due to the confounding effect of time-invariant variables omitted or hidden 
factors from the regression model. Besides, this longitudinal approach provides additional information and richer 
source of variation through utilisation of a large number of data points, in which increasing the degrees of 
freedom and reducing the collinearity among explanatory variables, thus improving the efficiency of 
econometric estimators (Hsiao, 1986). All of these benefits provide stronger conclusion than findings derived 
from the use of static cross-sectional data or time series setting alone. This panel data estimation is more robust 
compared to solely time series estimation. This is because we could obtain larger sample size once we have 
pooled together all data across firms and time period. 

4.1 Pooled OLS Estimation 

This study hypothesize that the explanatory variables have a linear relationship with the firm performance. Since 
panel data is utilize, it does not only enables the researchers to consider both time series and cross sectional 
characteristic of the samples, but it also helps to identify the sources of possible mixed effects and the 
importance of each explanatory variables in influencing firm performance. At this initial stage, the regression 
model is assumed to have a constant intercept and slope coefficients. The relationship is expresses as follows: 

itY =  + itX + it          (1)                                                       

for i = 1,2,……N. 

 t = 1,2,……T. 

where; 

itY  is the dependent variable (ROA) pooling N cross sectional observations  

and T time series observations; 

 is the intercept or constant; 

vector itX contains K explanatory variable for firm i in year t; 

vector  contains K regression coefficients or parameters to be estimated; 

it  is the error term or disturbance term and by assumptions E( it ) = 0 and Var( it ) = 2
 . 

With the assumption that the disturbance terms it  are independent and identically distributed and have zero 
means, E( it ) = 0 and constant variances Var( it ) = 2

  and all the other classical assumptions hold. Equation 
(1) above can be directly estimated by usual pooled OLS approach. Under such conditions, the pooled OLS 
would yield an unbiased, consistent and efficient or Best Linear Unbiased Estimator (BLUE) estimator of . It 
should be noted that this study used the balance panel data. But for simplicity purposes, it is assumed that T is 
the same for all firms to keep the formula notation clear and simple. This equation can be expressed as follows: 

ROA it = β0 + β1 AS it + β2 LNTA it + β3 DR it +  it                          (2)               

where  

ROA it = Return on assets of firms, AS it  = firm that use accounting system, lnTA it  = natural log of total asset 
as a proxy for firm size, DR it = debt ratio as a proxy for financial leverage, ε it the disturbance, and β0 is intercept. 
The indices i and t denote firm and time respectively.  

5. Analysis of Results 

Table 2 presents the pooled OLS estimates of return on assets with explanatory variables and analysis of their 
relationships. In addition, random effect estimated was also carried out and compared with the pooled OLS 
specification. At this point, we assumed a static model in level and test whether the structure of error term is 
adequately captured. Since, pooled data typically exhibit serial correlation, cross-sectional correlation and 
groupwise heteroskedasticity (Greene, 2000: 592-608), we expect to find such structural residuals. 

Furthermore, Table 2 reports the coefficient and the level of significant of the explanatory variables particularly 
for firms that use accounting information system (AS) and also the impact of control variables which comprises 
of firm size (LNTA) and debt ratio (DR). Based on the random effects model, the results revealed that 
explanatory variables are significantly associates with firm performance with the expected sign. AS is positively 
related to firm performance at significant level of 5%. This provides empirical evidence that firms adopting or 
using accounting information system had significantly increased their firms’ profitability and performance. This 
is consistent with Rashid, Hossain &Patrick (2001) observation that the implementation of accounting 
information system does improve business operation and this lead to increases in firm’s performance. When 
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SMEs do use AS, they would be able to collect more information to assist decision making. This revealed that 
SMEs have the ability to create competitive advantage due to improvement in efficiency and firms’ profitability. 

Control variables show that firm size has a negative relationship with firm performance at significant level of 1%. 
This finding contradicts to previous studies’ findings which indicated that firm size is supposed to increase firm 
performance. However, referring to García-Morales, Lloréns-Montes and Verdú-Jover (2007) study, 
contradictive findings of this study is largely due to large-firm management fundamental which is diverse from 
SMEs. This is consistent with Moen (1999) suggestion that small firms have different competitive advantages 
from larger firms. Therefore, conclusions drawn from previous studies on big firms or organizations listed in 
exchange would not be appropriate to be applied in SMEs context without empirical confirmation. Meanwhile, 
leverage is found to be negatively related to firm performance at 1% significance level. This explains that firms 
with high debt do not fully utilize (capital that acquired from debt financing) their capital towards investments 
opportunities thus affecting firms’ performance. This commonly occurs when the profit gain is less than the cost 
they need to bear from debt financing such as interest expenses. This situation could be attributed to lack of 
expertise to effectively manage their financial resources or due to firms’ limited capabilities in making a more 
informed investments decision. Hence, these limited resources and capabilities would eventually hurt firm’s 
performance in achieving better profitability.  

For both models and data sets, the LM test rejects the null hypothesis as the intercepts and slopes are the same 
across firms. Therefore, we could not use the pooled OLS estimator (Table 2) for impact of accounting system 
model. Hence, this implies that random effects model is more suitable than OLS model (pooled model). This is 
the reason why in the results discussion above, we prefer to explain the results from random effects model view. 
In addition, the random effects specification provides evidence that the random effects specification is preferable. 
In other words, the intercepts vary and the slopes are the same across firms, which indicate that every firm has 
their own financial decision policies.  

6. Conclusion 

Information system had been widely used by many corporations to automate and integrate their business 
operations. The main objectives of many businesses to adopt this system are to improve their organizational 
efficiency and increase competitiveness ability. Prior researches have shown that information system adoption 
does increases firm’s performance and operations efficiency.  In Malaysia, SMEs have been targeted as a 
mechanism in generating domestic-led investment to stimulate economic development, particularly after the 
economic crisis in 1997. Thus, it is crucial for SMEs to adopt information systems specifically AS for their 
business operation. This is because SMEs face competitive pressure not only from within the SMEs industries 
but also from the larger firms. Informed decisions would enable SMEs to improve business efficiency and 
remain competitive.  Thus, the adoption of accounting information system could provide SMEs with the right 
capabilities and resources in achieving these objectives. In encouraging SMEs adoption of the information 
systems, Malaysian government have allocated special grants to assist SMEs to acquire these systems. Results 
from this study revealed that SMEs that use accounting information system do increase their firm performance. 
Hence, we would suggest that SMEs take the opportunity on the grants provided by government to acquire AS 
such as MYOB, UBS and a more advance system like ERP to make them more competitive. 
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Table 1. Descriptive Statistic 

 ROA AS LNTA DR 

 Mean 1.626 0.439 14.698 0.533 

 Std dev.  1.565 0.497 1.176 0.335 
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Table 2. Regression Analysis of Impact of Accounting System  

Explanatory variable Pooled OLS Random Effects 

AS 0.794*** 

(0.001) 

1.024** 

(0.017) 

LNTA -0.528*** 

(0.000) 

-0.892*** 

(0.00) 

DR -0.438*** 

(0.000) 

-0.743*** 

(0.000) 

Constant 9.009*** 

(0.000) 

14.397*** 

(0.000) 

LM test 0.0000 

Notes: ***Significant at 1 %, **Significant at 5 %, Parentheses are p-values. 
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Abstract 
In the theory surrounding the management of non-governmental organizations (NGOs) there seems to be a lack of 
what Aristotle would call sophia, phronesis, and eudaimonia (as found in the Nicomachian Ethics). In plain terms, 
these are the wisdom, practicality and desired outcomes for theory and practice as evidenced by the lack of a 
coherent structure, or set of paradigms, for structuring wisdom and offering the explanation of phenomena as well as 
prediction of why or when those phenomena will happen. This paper is on the development of paradigms related to 
the understanding and management of international NGOs and their population, management and membership. The 
intention of paper is upon structuring arguments from interpretive, radical structuralist, radical humanist and 
functionalist paradigms into a pragmatic humanism that hasn’t been introduced in the management, NGO, or public 
administration literature.  

Keywords: Management, International NGO, Pragmatic Humanism, Paradigm Development, Phronesis  

1. Introduction 
In the public administration and management literature there’s not a great deal on the development of paradigmatic 
pragmatic wisdom and practical outcomes that is of direct use in our understanding of the rise of the 
non-governmental organization (NGO) and the lack of trust in governments and corporations as places to work. This 
paper is on the management of non-governmental organizations, or NGOs, whose organizational purpose and 
definition is to enact a domestic or international social movement that government or business institutions have not 
enacted (Teegen, Doh, and Vachani, 2004). Further, growing lack of trust of business and governmental 
organizations brings the salience of the NGO into view. Currently, NGOs are more integrated, organized, and 
influential in the global environment than ever before and academics need some direction in explaining their actions, 
predicting their behavior and offering pragmatic wisdom, or a phronesis, for future academic theory and practical 
action. This paper attempts to thoroughly explore the concepts of paradigm development while building the concept 
of practical humanism onto Burrell and Morgan’s (1979) orthogonal representation of structuralism, functionalism, 
radical humanism and radical structuralism. There is nothing like this paper in the management or NGO-related 
literature, so to that end, it is completely original.  

2. Paradigms 
Thomas Kuhn (1970), in The Structure of Scientific Revolutions explains the development of dominant paradigms 
within academic fields. In it, a field looks to be in a situation that Kuhn (1970) would call “pre-paradigmatic” when 
there is little agreement on major research themes, methods, training or even quality assurance. In other words, this is 
the place in which a field of understanding exists before the creation of “normal science” where methods, 
understanding of direction in the field, training and production efforts are not yet agreed upon. Were they in 
agreement, it would lead to the state of which would signify “normal science” where a lack of understanding or 
agreement is called “abnormal science”. Conceptually, the philosophical move from abnormal science to normal 
science requires time and growing disharmony. An area of endeavor is not immune to the movement from normal 
science to abnormal science depending upon practical constructions, agreement in the field, and the social structure 
in control of a preponderance of agendas. This oscillation often occurs in a timeframe of years, the examples being 
the development of stability in chemistry, mathematics, and physics which all used centuries to establish “normal 
science”. As young fields, management – or even public administration – has yet to thoroughly establish 
paradigmatic agreement that establishes them as a profession where there is an agreed curriculum and training that 
resembles a pragmatic residency.  

In pragmatic and academic terms, the management disciplines do have their dominant paradigms, none of which are 
without criticism and the oscillation from empiricism to structuralism, contingency, operations research, 
processualism, or multi-trait and multi method research which indicates this field is still trying to find its roots. One 
criticism is that while they management research produces useful knowledge and understanding, it is are responsible 
for helping to limit training, research foci, and priorities within the field (Kuhn, 1970; Pfeffer, 1993; Hassard and 
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Parker, 1993). They are not included in the mainstream, however if they come to the mainstream, decisions about 
how long they exist come naturally as agendas change. One argument is this has the effect of creating limits on 
discourse where one might argue that the use of one or a small number of paradigms produces a view that neglects a 
multidisciplinary and multifaceted nature of organizational understanding. This produces a Kuhnian crisis of faux 
incommensurability that prohibits theoretical advancement and combination of work (Dando and Bennett, 1981). 
This creates the need to trim the garden of general understandings while also creating the need for dialogue between 
factions or dominant players.  

This particular work is also about the way we understand research and phenomenology as it relates to the work and 
the rise of the NGO. In this paper’s opinion there is not enough research on the NGO, the people who work there and 
the operational details of the entities. We understand NGOs and we see they operate effectively in most cases. What 
is needed is the basic research and the cases that help us to train NGO managers while creating theory that explains, 
predicts and controls the phenomenology surrounding the organization and allowing for the contribution to the 
practical success of these organizations. Also, there is not enough literature, perhaps a few dozen articles on 
academic or pragmatic topics, and we could use more. To characterize the literature, most NGO material presents 
area studies, like NGOs in Africa or Asia; policy advice (Kim, 2009; Yarrow, 2008; Guinn, 2008); and managerial 
direction based largely on organization direction and policy (Uvjn and Jain, 2000). There are also some adventures 
into foundation money and how to get it (Fowler, 2008). 

In paradigm research for the NGO we have a relatively new field of inquiry. It is a new and even virtual 
organizational form. We need to understand the population of NGOs and how it changes; the management of NGOs 
and how it is different and how it is the same as management in the organizational literature; and finally we need to 
understand the membership of NGOs and why people volunteer their time or work for them as opposed to a 
potentially more lucrative choice. This population, membership and management (PMM) is a very large portion of 
the research agenda being created. There are new understandings for funding bases and continuing disagreement as 
to whether our understandings should be policy oriented or more practically placed into management, operations, 
government, or supra-governmental organizations (like the UN). By placing NGO research into the policy oriented 
literature we generally use only some of our understanding; we can introduce more in the effort to explain, predict, 
and control this phenomenology.  

Existing paradigms in management, the social sciences, and the humanities may not adequately explain the practical 
phenomenology and wisdom of the NGO and its operations. We can perhaps overcome the limitation of additional 
discourse by examining other thought patterns that may shed light on matters of governance and commensurability of 
working with business organizations effectively. We can then open the field more broadly to scholars, teachers, 
students, and practitioners who would provide creativity in their work inside or outside of a main stream.  

In the presentation of this paper, pragmatic humanism will be compared with alternatives ranging from radical 
humanism, radical structuralism, functionalism, and interpretive patterns. This allows for better and more productive 
partnerships between human service missions while enhancing the mutual understanding between business and NGO 
organizations. Gioia cleverly coined the term “paradigm lost” (1993), you might call this paper a “paradigm found”. 
It provides the sophia (wisdom), the eudaimonia (desired end) and the phronesis (practical wisdom) of discourse 
from which to address the critical issues facing NGOs. For reference, Sophia, eudaimonia and phronesis are from 
Aristotle’s Nicomachean Ethics. 

3. Pragmatic Humanism 
Pragmatic humanism gives persons, and in this case managers, professionals, or NGO workers or managers the 
means to be active agents in the construction of their own existence. The meaning of this statement is that there is an 
epistemological dominance or nature of organizational and governmental development in management surrounding 
person’s work. Let us explore that epistemology and see if we can develop our understanding of the pragmatic 
humanism in Faucault (1997), or Reynolds (2004).  

As previously mentioned, the nature of normal science is where an academic discipline agrees on methods, training, 
subjects, and approaches to prescribed problems of interest. In short, everyone should be on the same page. There is a 
pragmatic enforcement of anthropological normal science through the norms, mores and folkways that establish that 
mechanism. An example can be the norm for picking member of boards of directors/advisors in corporations and 
governmental organizations. This is done through an epistemological structure and has the effect of keeping 
organization and organization structure and practice within the concept of normal science. This epistemological 
framework, one that governs through rules and through institutions purports to admire and support freedom, however 
in reality it acts as a “psychic prison” or “iron cage” from which normal science is maintained.  

Pragmatic humanism somewhat is difficult to approach so it’s best to split the concept into the pragmatism of 
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Faucault (1997) and the humanism of both Dewey (1931) and Faucault (1997). According to the pragmatic 
humanism of Faucault (1997) there is a struggle against the epistemological along which power is said to be 
formed. In response, people productively engage in practices of self invention as positive forms of resistance and 
take refuge in the language of an embodied, political and ultimately pragmatic humanism. Also, there exists a 
citizenship that has its rights and its duties and which holds an obligation to speak out against abuses of power. 
In appropriating these themes, this earlier Foucault would say we can no longer think in terms of the rational 
progress of humanity and can no longer longer subject to the epistemological tyranny with their arbitrary 
insistence on the primacy of practices residing in a finite cognito. Humanism is reconfigured as an 
Enlightenment driven desire to realize both individual freedom and the freedom of others and as such seeks the 
freedom of the epistemological (perhaps through joining or starting an NGO) without buying into the modern 
mode of subordination. Faucault’s (1997) plurality of values are designed to recapture, reconstruct and 
reinterpret past forms of human experience in order to better understand the present, pragmatic understanding of 
subjective constitution. This is rooted in everyday experience and takes place in the will to self invention, 
creativity, and transformation. Call it a new way of refusing to be what we are.  

This pragmatic behavior is an affirmation of a new type of freedom, one which leaves behind the Cartesian ego 
as the foundation of all knowledge and replenishes human activity with a sense of non-discursive and practical 
creativity. Finding meaningful, purposeful experience based on practical and intellectual beliefs. The act of 
knowing is caught up in the quest for certainty. This opens the person who would seek freedom in a different 
type of employment, like the NGO, to seek continuous inquiry into the forces that have constituted us as subjects 
so that one day, we will look back and see the arbitrariness of scientific and humanist conceptions, placing 
primacy on experiential rather than epistemological foundations. We self-create through everyday practices and 
employ a pragmatic approach to our self existence. We must define the objects, rules of action, and odes of 
relation to ourselves if we are to analyze questions of general import. This is how a subject gets through to the 
pragmatic dimension. The Greeks would have called this epmemeia heautou, which is a term meaning the 
attainment of knowledge about oneself through thought and through practical experience. The connection to the 
late modern era rests on hope for subjects who are no longer passive dupes in the humanist regimes for power 
and knowledge but are attributed a degree of creativity within such regimes. The self is first and foremost a 
product of social life and the choice for occupation rests not in organizational society, but in the self will. 
Alliances shift in order from organization – profession – person to person – profession - organization. The point 
is to free on-oneself from power relations by acting ethically, by respecting one-self and acting in concert with 
others so as to maximize freedom. It is Faucault’s (1997) view that when practices of individual freedom and 
collective liberation make themselves apparent can there be an opening up of the possibilities to pave the way for 
rationality and this freedom requires a certain degree of liberation to pave the way for new power relationships 
which must be controlled by the practices of freedom. To use William White’s Organization Man (1938) one 
must think – what percentage of people were organizationally loyal twenty years’ ago and what percentage has 
that attribute now?  

4. Viewpoints 
Let’s look at some other viewpoints. Consider critical theory. Paradigms can be developed that can yield meaningful 
insights into phenomena not previously realized while combining them with existing paradigms in our quest for 
newer and better understanding. Recent efforts to create multi-paradigmatic approaches have proven interesting, and 
have caught some attention and created challenging viewpoints that can be useful beyond Faucault’s view (Faucault, 
1997; Wilber 1982; Hassard, 1988, 1993; Pfeffer, 1993; Van Maanan, 1994; Weaver and Gioia, 1994; Gioia, 1999; 
and Lynham, 2000). For instance, Wilber (1982) in “Physics, Mysticism, and the New Holographic Paradigm”, 
characterizes organizations as holographic processes of transparency and the management of these organizations as 
taking place from all directions. This was an attempt to commensurate organizational paradigms to a holographic 
process. In response, Hassard and Parker (1993, 1998) called for multiparadigm research instead of Wilber’s one 
holographic paradigm. Hassard is invoking an epistemological debate about whether it is possible to translate the 
meaning of one technical language (like physics) into another given that major theoretical paradigms are 
incommensurable.  

Meaning given to the term "methodology" in social theory and management has its emphasis on procedures for 
gaining knowledge and on the scientist's identification and justification of findings. In management, the emphasis is 
on systematically understanding, predicting, and changing variables in the world with the ultimate aim being to 
promote the survival and growth of those organizations that through their output have distinctive competencies, 
compared to other organizations, in producing outputs that serve society. One might argue that management uses 
functionalist approaches to intervene in business enterprises in order to provide direction, competitive advantage, and 
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competitive success, while operating in a logical or strategic direction. While these emphases can be criticized as one 
sided and misleading for their short sidedness, it could be held that these fields offer a great deal more understanding 
through strategic, political or cultural levels, however meanings ascribed to the idea of methodology in the social 
sciences and in management, particularly in the management of NGO type organizations, seem to be rather fuzzy 
given the current paradigms available. Methodology in the social sciences usually refers to the procedures used by a 
theorist in seeking to find out about social reality. In describing a particular methodology, reference will be made to 
theoretical assumptions adopted in that methodology. For example, one could describe the steps in social 
methodology and the theory underneath. In management, "methodology" is used to refer to methods for exploring 
and gaining knowledge about strategic content and process issues. Because management has a practical orientation, a 
normal usage for the word "methodology" is to describe the organized set of methods a theorist employs either to 
intervene in a real world strategic problem, or to pursue some course of study in the lab or in the field.  

The two ways in which "methodology" are used in the social sciences and in NGO population, membership and 
management (PMM) suggest a different emphasis that is not entirely incommensurable. Surely there can be 
pragmatic application of an academic natural world and practical application to charitable human endeavors. The 
emphasis may be more on a pragmatic application in NGO PMM although there are similar theoretic applications in 
both the social sciences and NGO PMM that may cause one to think there is room for commensuration. The social 
sciences are strong on theory, they are strong on asking definitional questions, and they are strong on delving into the 
philosophies and assumptions of theorists in a desire to push the edge of knowledge, but not necessarily application 
of material. As an applied field, informed management asks questions regarding how to apply knowledge while 
teaching businesses, and by extension, NGOs how to achieve advantage and superior productivity. In NGO PMM, it 
is obvious that theoretical suppositions guide methodology to be used for intervention in business situations. Social 
science rarely, outside of the practical world, makes an effort to intervene in social reality in an effort to change it. 
Business scholars are dedicated to practice, but do not have well developed paradigms and theory. Any attempts to 
change the world rest upon created theoretical arguments about the nature of the world. In not having well created 
background for intervention, the strategic theorist will not take full advantage of opportunities to develop paradigms 
and learn from practice in order to develop the theoretical discipline.  

There is potential for immense collaboration between social theory and management research in NGOs. Both fields 
can stand to gain if they can learn to think in terms of a complex and systematic view of methodology, and to strive 
to understand the complex meanings of social science and operations. What must happen here, is the creation of a set 
of theoretically grounded suppositions, followed by ability to intervene and plan.  

5. Paradigm Considerations  
Social science theory can help NGO PMM methods to be explored at a number of levels. At one level is the 
sociological orientation of Burrell and Morgan (1979) and the potential impact on NGO research and management 
theory. At an organizational level, Burrell and Morgan present key metaphors to steer the way researchers study and 
address questions of academic or practical importance. Finally, the issues of modernism and postmodernism are 
addressed.  

5.1 Knowledge and interest in social evolution  

As transient organizations (Yanacopoulos, 1998), NGOs are likely to require the technical and practical interest with 
a humanistic mission, where practicality takes on a new and more humanistic form.  

For NGO PMM scholars seeking to intervene in organizations and social entities, organizations have subsystems that 
are concerned with production and with "steering" organizational direction. Management methods will be needed to 
be grounded in all three interests for their functioning. They might usefully be classified according to whether they 
can guide instrumental action oriented to the development of production, development of steering capacity, or 
communication action interested in the creation of understanding free from domination. From a critical perspective, it 
is important to check that NGO PMM methodologies support the technical interest, and are reflective in their own 
limitation, recognizing the proper sphere of applicability. Methods that serve the practical interest, and facilitate 
debate about purpose must attend to the possibility that systematically distorted communication may jeopardize the 
emergence of shared purpose and direction.  

5.2 Sociological paradigms and NGO PMM 

Many management theories really do resemble social theories, although many are drawn from the social sciences. 
They attempt to create principles of method for strategic researchers to follow when they seek to learn about and 
intervene. Principles we adopt for intervention must contain assumptions about how we can and should learn about 
reality and about the nature of that reality. This is true whether that reality is stated explicitly or whether it remains 
covert. One "useful" working tool that can enable us to unearth NGO PMM methodologies may be Burrell and 
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Morgan's (1979) sociological paradigms for organizations. Within the framework, in Figure 1, the four paradigms are 
labeled "functionalist", "interpretive", "radical humanist" or "radical structuralism". Our concept of “Pragmatic 
Humanism” (Reynolds, 2004; Faucault, 1997; Rorty, 1989; 1999; Shusterman, 2001) is added on top to highlight the 
idea of individual action on top of epistemological structures, representing the desire for self determination, which is 
one basic reason for NGO PMM. Please see Figure 1.  

5.3 Interpretivism  

The interpretive paradigm, is based upon the view that the social world has a very precarious status, and that 
what passes as social reality does not exist in any concrete sense, but is the product of the subjective experience 
of individuals. Society is understood from the standpoint of the participant in action and the theorist attempts to 
understand the process through which shared realities arise and are sustained. Like the functionalist, the 
interpretive approach is based on the assumption and belief that there is an underlying pattern and order within 
the social world and the interpretive theorist views the functionalist's attempt to establish an objective social 
science as a desired end. Common viewpoints in interpretivism are that management and NGO PMM is a 
Hermeneutic game with ethnomethodology and interactionism.  

5.4 Radical Humanism 

The radical humanist paradigm, like the interpretive paradigm, emphasizes how reality is socially created and 
sustained but ties analysis to an interest in what may be described as the pathology of consciousness. Here, 
people become members of an habitual domain that lies within the bounds of the reality they create. This 
perspective is based on the view that the reality creation is influenced by psychic and social processes which 
channel, constrain, and control the minds of human beings, in ways which tie them only to their created interests. 
Capitalism, for example, is viewed as essentially totalitarian, the idea of capital accumulation molding the nature 
of work, technology, rationality, logic, science, roles, language and mystifying ideological concepts such as 
work, leisure. These concepts, which the functionalist theorist may regard as the building blocks of social order 
and human freedom stand, for the radical humanist, as modes of ideological dogma. Common viewpoints of 
radical humanism in NGO PMM and management are that it organizations are a psychic prison. This is the 
closest to our viewpoint of pragmatic humanism, however radical humanism operates within organizations and 
not extraorganizationally per se (Aktouf, 1990, 1992).  

5.5 Radical Structuralism 

The reality defined by the radical structuralist paradigm is predicated upon a view of society as a potentially 
dominating force. However, it is tied to a materialist conception of the social world, which is defined by hard, 
concrete, real structures. Reality is seen as existing on its own account independently of the way in which it is 
perceived and reaffirmed by people in everyday activities. Emphasis is placed upon the importance of praxis as a 
means of transcending this domination. Each of these four paradigms defines the grounds of opposing modes of 
social analysis and has radically different implications for the study of organizations. Here organizations are 
instruments of domination and schismatic.  

5.6 Functionalism 

The functionalist sector is based upon the assumption that society has a systematic character oriented to produce 
an ordered and regulated state of affairs. It encourages an approach to management that focuses upon 
understanding the role of everything in operations. For instance, persons’ behavior is always seen as being 
contextually bound in a world of concrete and tangible social relationships. This encourages the Weberian belief 
in the possibility of an objective and value-free operation in which an organization, like an NGO, is distanced 
from the scene being addressed (Ritchie, 1994). This perspective is primarily regulative and pragmatic in its 
basic orientation, concerned with understanding society in a way which generates strategic decisions in a rational 
world. Finally, the functionalist paradigm sees organization as social systems, machines, cybernetic systems, 
organisms, cultures, and bound to determinism, pluralism, and an action frame of reference. This is the opposite 
of what radical humanism and pragmatic humanism would describe (Demerath, 1996).  

6. Paradigm Collaboration 
It should be obvious that our understanding of NGO PMM has a great deal to gain from collaboration and awareness 
of social theory. While arguments have been made to enfold economics into management, perhaps a more interesting 
"friend" can be found in the social sciences. Considerable insight can be found from delving into individual 
methodologies. Similar analyses can be performed on any paradigm or economic methodology, like transaction costs 
analysis, or agency theory. Just as Jackson (1993) has done for all strains of "enhanced" operations analysis, a scholar 
in Images of Organization could do the same for Modernism. The traditional approach to NGO interests serves the 
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technical interest, is based upon functionalism, gives credence to the various metaphors, and is systemic modernist in 
orientation.  

Social theory can bring increased understanding to individual methodology. Social theory has much to offer 
management as a field. The main points that could be made can be summarized as: 

1)  Support for complementarism between management of NGOs and their environments.  
2)  Support for methodology choice in the muddled field. 
3)  Enabling NGO PMM to be taught in the appropriate discipline, which this paper would argue is a hybridized for 
of public or non-profit management. 
4)  Improving the methodologies and techniques available from policy oriented material to more functional choices.  
Different philosophical and sociological assumptions relied upon by the various approach serves different objectives. 
The question: are they a complementary set or are they in conflict in some way is an important one. The argument 
that management is within a paradigm crisis in which a variety of approaches opposed on fundamental matters 
concerning the nature and purposes of a discipline compete with one another has been put forward by Pfeffer (1993) 
and by Dando and Bennett (1982). It rests on the notion of Paradigm incommensurability, favored by Kuhn (1970); 
by Dando and Bennett (1982); by Pfeffer (1993); and by Burrell and Morgan (1979). Instead of setting up different 
strands of NGO PMM as competing for the same area of concern, alternative approaches can be presented as being 
appropriate to the different types of situation in which strategic managers are required to act. Each approach will be 
useful in certain defined areas and should be used in the circumstances where it works best. If this perspective is 
adopted, then the diversity of approaches heralds not a crisis, but increased competence and effectiveness in a variety 
of situations, especially in terms of academic field legitimacy. Once complementarism is accepted, rather than one 
paradigm over another, then the kind of analysis of strategic managers makes it possible to determine the relative 
strengths and weaknesses of differing approaches.  

The understanding of the presuppositions of different managerial approaches makes it possible to use theory from the 
social sciences to help with important questions being faced by researchers interested in this organizational for. This 
question is which theories are best? It becomes possible to ask whether the assumptions made can be identified in the 
world, and whether their objectives are agreed upon by all participants. The social consequences of using a particular 
strategic methodology are opened by social theory.  

It is well known there are problems of understanding NGO PMM both domestic to North America as well as in more 
international climates. Managerial approaches should not be regarded as fixed in stone; they develop over time in 
response to theoretical and methodological innovation and as a result of reflection on practice. No doubt the field 
could benefit from refinements which could be made by viewing them from a social theory perspective. The 
assumptions each makes are also tested out in every intervention, in the "real world". Considering interventions in the 
light of extra knowledge that social theory can bring, should be beneficial. 

7. Conclusions and Extensions 
The matter of NGO PMM and social sciences theory benefitting NGO PMM and NGO PMM fitting social science 
theory is considered in this paper. It is the opinion in this paper that the images of functionalism and modernism 
should be replaced not by radical humanism or structuralism, but by a practical humanism that views the human 
being as central to the effort and should be considered in light of the existing theory but also in light of the concept of 
practicality with notation to the efforts and needs of humans in the endeavor (Eisenhardt, 1991). This may be the 
reason so many people are leaving the corporate and academic world for the human service of the NGO. The 
psychological rewards are better as are the outcomes and flexibility in conceptualizing the structure and patterns of 
work in functionalist as well as humanistic terms. In this regard, the relevance of social theory courses could be made 
more explicit. We might say that with the consideration of the paradigms in the images of organization and the 
modernism debate, permutated into the practical humanism we espouse the prize to offer NGO managers social 
scientists and management practitioners is in the understanding, and prediction of operational success. Call it a 
Paradigm found. The phronesis, or practical reason that is informed by multi-paradigm consideration gives us an 
insight in operations, but also into the human conditions that make this type of organizational form work.  
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Abstract 

Based on the value engineering analysis, this article calculates the value coefficient of the headstock gear by 
defining the cost coefficient and functional coefficient, whose result shows that the lower cover and screw stem 
are the main objects to be improved, therefore, puts forward proposals to the improvement of lower cover and 
screw stem and finally evaluates the improving program whose result suggests improving program has a good 
effect.  

Keywords: Value engineering, Headstock gear, Product improvement  

1. Introduction 

The ultimate goal of the enterprise is to continue business operations and gain profit, on the one hand, 
manufacturing technique of the society is continuously updated, only reach social necessary labor time, can the 
enterprise gain average profit of the industry and continue business operations, on the other hand，in order to 
stand out from the fierce market economy, enterprise must reduce costs and raise efficiency to gain excess profit. 
In addition, reduction of consumption caused by global financial crisis and the rise of the raw material prices 
make enterprises of China, especially small and medium-sized enterprise face greater difficulties which ask for 
the improvement of the products and reduction of the costs. Howerer, in China, many enterprises did not do the 
scientific analysis for their products, which not only made the improved results poor, but also resulted in a waste 
of resources.  

The main purpose of this article is to find out the improved order of the headstock gear through calculating the 
functional coefficient, cost coefficient and vale coefficient using Value Engineering method, then put forward 
proposals to the improvement of lower cover and screw stem, and finally evaluates the improving program. 

Lawrence D. Miles estabilished the Value Engineering in the monograph of “Techniques of Value Analysis and 
Engineering” in 1947. In the monograph he pointed out that success of a free enterprise in the overall long-term 
competition lay in continuously selling the best value to customers and evoking expected price, and the best 
value is function and cost. Using Value Engineering can help all the departments of a enterprise to determine the 
best scheme that meets all the needs of the customers with the lowest cost. In general, 15% to 20% or more of 
the unnecessary costs can be reduced within reducing the value of consumers. Since 1978, the theroy of Value 
Engineering was introduced into China, it has been widely adopted by many companies and made great 
economic benefits.  

With 30 years’ practice, the theory and methodology of Value Engineering has been recognized by the academic 
community, especially the business circles, which has been one of the significant methods to improve product 
quality, reduce product cost and increase economic efficiency.   

Research on the influence of technical innovation on business management: LIU Lie-wei(2010) pointed out that 
the minor enterprises in China have low level of technology and innovation ability, they should set up a 
corporate culture of innovation core value and mechanism of innovation incentive. XU Wen-sheng(1999) 
pointed out that the influence of technological innovation to business management mainly lies on manufacturing 
activities and the main purpose is to reduce the cost, improve the yield and quality, supply material base for 
enterprises to maintain and enhance competitive strength. 
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Meanwhile, many scholars in China have done lots of fruitful work to the application of improving product using 
scientific theories and methods of Value Engineering. 

(1) Research on the basic analysis steps of Value Engineering: Zhou Shu-ling (2008) showed that there are 5 
steps in Value Engineering Analysis to choose the best scheme as the successful bidder. The steps are 
determining the object of Value Engineering and doing functional analysis, calculating the functional coefficient, 
calculating the cost coefficient, calculating the value coefficient and evaluating the scheme, and ordering the 
value of the scheme. And in the step of determing the object of Value Engineering, we can use FD method, 
Multi-scale score method, DARE method, Logical flow score method, and AHP method. 

(2) Research on the effects of Value Engineering: Ren Jie, Zhang Xiao-hua (2008) showed that Value 
Engineering can increase economic efficiency value, help to improve enterprise management level, promote 
combination of technical and economic, soft technology and hard technology. 

The researches of the headstock gear have also been done by many scholars, which mainly place extra emphasis 
on the disadvantage and the improvement of the headstock gear.  

(1) Research on the disadvantage of the headstock gear: Li Zhi-rong, Xue Song et al. (2009) showed that the 
disadvantages of the headstock gear are that screw is easy to bend and fractured, bushing is easy to fret, screw 
glissades automatically. 

(2) Research on the improvement of the headstock gear: Yang Lin, Ren Shang-hua (2009) showed that we can 
add a screw set in the screw cover to prevent it from bending and set anti-theft feature, meanwhile the body of 
the headstock gear can be made of the steel to prevent the disadvantage of rust-eaten. The price of headstock 
gear improved can be reduced by 25% to 320 yuan per contignation. Yang Dao-fu (2008) showed that we can 
add a special draw-in gear in the operating arm to set the anti-theft feature. The fundamentals of the anti-theft 
feature are to ensure screw stem is closed and not exposed in the process of opening and closing the water gate 
when using special tools. 

To sum up, scholars in and out of the country all agree on the point that Value Engineering is a directive 
significance way to the improvement of the products’ cost and function, and there are some disadvantages of the 
headstock gear. Though there are researches on the improvement of the headstock gear, they put emphasis on the 
producing technology and have not do a comprehensive analysis on the value, cost and function. This article 
solves the disadvantage above based on the theory of Value Engineering and has strong practical significance.    

2. Theory of Value Engineering 

Value Engineering is a technical and economic method which studies on how to achive the necessary function 
with the lowest cost. The main idea of Value Engineering is to enhance the value of the object through analyzing 
the function and the cost of the object, the core is to analyze the function.  

The formula of calculating the value is            

V stands for value coefficient, F stands for functional coefficient, and C stands for cost coefficient.                       

In principle, we study on the object whose V>1or V<1. If V=1, that suggests the real cost matches the function, it 
is a perfect situation. If V>1, that suggests the cost of the function is low or the function is surplus, sometimes it 
is caused by the high cost of other components. If V<1, that suggests the cost is on the high side or the function 
is insufficient. If V=0, that suggests the component can be combined or omitted. 

3. Value engineering analysis of the headstock gear 

3.1 Distribution of cost 

The headstock gear consists of one screw stem, lower cover, operation board, upper cover, nut and two operating 
arms, whose cost is 120, 110, 63, 25, 22,18 yuan according to priority.  

Each cost of components divided by the total cost of the headstock gear can we get the proportion of total costs 
of each components, then cumulate the proportion of total costs of each components one by one can we get the 
cumulative proportion of total costs. According to process above, we can calculate the result of ABC analysis of 
the headstock gear, as table 1 shows.  

According to the principle of classification, if cumulative proportion of total costs of the component is between 
60%-70%, the component is classifiled as the A classfication, if it is between 15%-20%, the component is 
classifiled as the B classfication, and if it is near 10%, the component is classifiled as the C classfication. From 
the result, we can see that screw stem, lower cover should be taken as A class component, operation board, upper 
cover should be taken as B class component, and operating arm, nut should be taken as C class component. 
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3.2 Analyzing of function 

The basic fuction of the headstock gear is to make the water gate up and down, and the secondary function is 
easy to operate, durable and with a beautiful appearance. And from the feedback of user, there is a shortcoming 
that screw is easy to bend and headstock gear is lacking of anti-theft feature.  

Through analysis of function of each component, we define the function of screw stem is to make the water gate 
up and down, the function of lower cover is to fix and support the headstock gear, the function of operation 
board is to connect operating arm and screw stem, transmit external force, the function of upper cover is to 
protect the headstock gear, the function of operating arm is to imput external force, and the function of nut is to 
support the headstock gear, drive screw stem up and down. The function definition of headstock gear’ 
component is shown in table 2. 

3.3 Functional evaluation  

3.3.1 Defining the functional coefficient 

(1) Defining functional importance coefficient  

Calculating the importance coefficient using absolute evaluation method which asks 6 technicists to grade for 
each function. Sum up the grade of each function given by the 6 technicists, and then calculate the importance 
coefficient using the total grade of each function given by the 6 technicists to divide by the total grade of the 
headstock gear. 

The grade given by technicists and the result of calculating the functional importance coefficient are just like 
table 3 shown. From the result, we can see that functional importance coefficient of making the water gate up 
and down is 36.33%, functional importance coefficient of easy to operate is 25.17%, functional importance 
coefficient of durable is 30.33%, functional importance coefficient of beautiful appearance is 8.17%. 

(2) Calculating the functional evaluation coefficient of key components 

Asks 6 technicists to grade for each function of each component, the total grade of each function is 100, which is 
shown in table 4. Then calculate the functional coefficient of each component shown in table 5 by multipling 
functional importance coefficient which is shown in table 3 and the functional proportion coefficient which is 
shown in table 4. From the result we can see that functional evaluation coefficient of screw stem, lower cover, 
operation board, upper cover, operating arm and nut is 0.2449, 0.1400, 0.1974, 0.0770, 0.0820 and 0.2587. 

3.3.2 Defining the cost coefficient  

Calculating the cost coefficient of the 6 key components according to their current cost, the result is shown in 
table 6. From the result we can see that the cost coefficient of screw stem, lower cover, operation board, upper 
cover, operating arm and nut is 0.3352, 0.3073, 0.1760, 0.0698, 0.0614 and 0.0503. 

3.3.3 Calculating the value coefficient  

The 6 key components’ value coefficient can be calculated according to functional evaluation coefficient 
table(table 5) and cost coefficient table(table 6), which as table 7 shown, in order to determine the target of 
improvement. The value coefficient of screw stem, lower cover, operation board, upper cover, operating arm and 
nut is 0.7306, 0.4556, 1.1216, 1.1032, 1.3355 and 5.1431. So the order of the components to be improved is 
lower cover, screw stem, upper cover, operation board, operating arm and finally the nut. 

3.3.4 Result of value analysis  

According to the value coefficient of the 6 key components shown in table 7, we can come to a conclusion: 

(1) Lower cover and screw stem are the main components need to be improved, for their value coefficients are 
less than 1, which means the function are too less or the cost are too much. 

(2) Operation board and upper cover need not to be improved for their value coefficients are close to 1 which 
means the function and the cost are nearly the same. 

(3) The coefficients of nut and operating arm are more than 1, which means the cost is already lower compared 
with function that has already met the needs. And in this condition, nut and operating arm are not the target of 
value analysis, we may neglect the analysis of them.  

4. Conclusion and Improving Suggestion 

The analysis of value engineering suggests that we should improve the headstock gear according to the order of 
lower cover, screw stem, upper cover, operation board, operating arm and nut, in order to meet the need and 
reduce the cost. On the other hand, consumers require to the anti-theft feature, so we should take it into 
consideration when improving. 
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4.1 Suggestion on the improvement of lower cover 

From the definition of function, we can see that the function of lower cover is to fix and support the headstock 
gear. For the function of the lower cover is determined by the structure of the headstock gear and its function has 
already met the needs, it is not work to raise the value coefficient through promoting the function, so we can do 
nothing but reduce the cost of the lower cover to promote the value coefficient.      

At present, gray cast-iron (HT200) is widely used as the material of lower cover, we can look for a new material 
which has equal or better function on intensity, hardness, cost and so on to replace the gray cast-iron. 

4.2 Suggestion on the improvement of screw stem 

From the feedback of user, there is a shortcoming that screw is easy to bend and headstock gear is lacking of 
anti-theft feature. So the improvement of screw stem should focus on raising its function. 

(1) Screw bending solution 

Add a screw set in the screw cover, so it can prevent its bending and achieve the purpose of security. 

(2) Improving the function of anti-theft 

Add a special draw-in gear in the operating arm, which can be used to open the head and operate the gate. It is 
the only way to open the screw top cover and a tool for opening and closing gates. The process of opening the 
gate, it can ensure that the screw is closed and unexposure at any opening degree, playing the role in anti-theft 
and anti-sabotage.   

Meanwhile, we can also raise the value coefficient by the way of looking for new material with high 
performance and cheaper cost.  

4.3 Improving program evaluation 

According to the conclusion of YANG Lin and REN Shang-hua in the article of discussing on the benefit of 
improvement and use of new type headstock gear, the cost of improved headstock gear can be reduced to 320 
yuan per contignation, therefore we fix a target cost of 320 yuan, then calculate the target reduction of each 
component’ cost which is shown in table 8 through multipling functional evaluation coefficient and total target 
cost.  

From the result, we can see the target cost of screw stem, lower cover, operation board, upper cover, operating 
arm and nut is 78.37, 44.80, 63.17, 24.64, 26.24, 82.78. Compared to the real cost, we can see that the cost of 
screw stem and lower cover can separately be cut down 41.63 yuan and 65.20 yuan, which can be achieved by 
the appliance of new material and new technology. The cost of operation board and upper cover is nearly the 
same before which means existing technology and improved technology are nearly the same and need not to be 
improved. The current cost of nut and operating arm is obviously lower than improved cost, which means 
existing technology is better than improved technology, also need not to be improved. 

Through evaluating the improving program, we can see that the headstock gear improved based on the Value 
Engineering can solve the disadvantange of screw bending and lacking of anti-theft feature, with the cost can be 
reduced to 320 yuan per contignation.  
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Table 1. ABC Analysis on the Headstock gear 

Name of Component Number 

Proportion of 

the Total 

Number 

Current 

Cost 

(yuan) 

Proportion of 

Total Costs 

Cumulative 

Proportion of 

Total Costs 

Classification 

Screw Stem 1 14.286% 120 33.52% 33.52% A 

Lower Cover 1 14.286% 110 30.73% 64.25% A 

Operation Board 1 14.286% 63 17.60% 81.85% B 

Upper Cover 1 14.286% 25 6.98% 88.83% B 

Operating Arm 2 28.570% 22 6.15% 94.98% C 

Nut 1 14.286% 18 5.02% 100.00% C 

Total 7 100% 358 100%   

 

Table 2. Function Definition of Headstock gear’ Component  

Name of Component Function Definition 

Screw Stem To Make the Water Gate Up and Down 

Lower Cover To Fix and Support the Headstock Gear 

Operation Board To Connect Operating Arm and Screw Stem, Transmit External Force 

Upper Cover To Protect the Headstock Gear 

Operating Arm To Imput External Force 

Nut To Support the Headstock Gear, Drive Screw Stem Up and Down 

 

Table 3. Calculating the Functional Coefficient  

Function of Headstock gear 

Expert Rating 

General Comments Scores

Functional 

Importance 

Coefficient 
A B C D E F 

Make the Water Gate Up and Down 30 40 35 36 39 38 218 36.33% 

Easy to Operate 25 23 25 28 26 24 151 25.17% 

Durable 30 27 36 29 32 28 182 30.33% 

Beautiful Appearance  15 10 4 7 3 10 49 8.17% 

Total 100 100 100 100 100 100 600 1.0000 

 

Table 4. Functional Distribution Table of the Key Components 

Name of Component 

Functional Item（%） 

Make the Water Gate Up and 

Down 
Easy to Operate Durable 

Beautiful 

Appearance 

Screw Stem 30 25 20 15 

Lower Cover 0 25 20 20 

Operation Board 20 25 15 20 

Upper Cover 0 0 20 20 

Operating Arm 15 0 5 15 

Nut 35 25 20 10 

Total 100 100 100 100 
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Table 5. Functional Evaluation Coefficient of Key Components 

Name of Component 

Functional Item 
Functional 

Evaluation 

Coefficient 

Make the Water Gate 

Up and Down 0.3633 

Easy to Operate 

0.2517 

Durable 

0.3033 

Beautiful 

Appearance 

0.0817 

Screw Stem 0.1090 0.0629 0.0607 0.0123 0.2449 

Lower Cover  0.0630 0.0607 0.0163 0.1400 

Operation Board 0.0727 0.0629 0.0455 0.0163 0.1974 

Upper Cover   0.0607 0.0163 0.0770 

Operating Arm 0.0545  0.0152 0.0123 0.0820 

Nut 0.1271 0.0629 0.0605 0.0082 0.2587 

Total 1.0000 

 

Table 6. Cost Coefficients Table 

Name of Component 
Cost 

（yuan） 
Cost Coefficients 

Screw Stem 120 0.3352 

Lower Cover 110 0.3073 

Operation Board 63 0.1760 

Upper Cover 25 0.0698 

Operating Arm 22 0.0614 

Nut 18 0.0503 

Total 358 1.0000 

 

Table 7. Value Coefficient Table 

Name of Component 

Functional Evaluation 

Coefficient  

(F) 

Cost Coefficient 

(C) 

Value Coefficient 

(V) 

Order of 

Improvement 

Screw Stem 0.2449 0.3352 0.7306 ② 

Lower Cover 0.1400 0.3073 0.4556 ① 

Operation Board 0.1974 0.1760 1.1216 ④ 

Upper Cover 0.0770 0.0698 1.1032 ③ 

Operating Arm 0.0820 0.0614 1.3355 ⑤ 

Nut 0.2587 0.0503 5.1431 ⑥ 

 

Table 8. Target Cost of Component Table 

Name of Component 

Functional 

Evaluation 

Coefficient 

Componets 

Cost  

Cost 

Coefficient 

Value 

Coefficient 

Target 

Cost 

Amount of Cost 

Reduction 

Screw Stem 0.2449 120 0.3352 0.7306 78.37 +41.63 

Lower Cover 0.1400 110 0.3073 0.4556 44.80 +65.20 

Operation Board 0.1974 63 0.1760 1.1216 63.17 -0.17 

Upper Cover 0.0770 25 0.0698 1.1032 24.64 +0.36 

Operating Arm 0.0820 22 0.0614 1.3355 26.24 -4.24 

Nut 0.2587 18 0.0503 5.1431 82.78 -64.78 

Total 1.0000 358 1.0000  320 38 
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1. Introduction 

The last two decades have witnessed dramatic innovations in both the theory and the empirical understanding of 
international finance, with the development of the “New Open Economy Macroeconomics" (NOEM). However, 
a number of challenges remain. One of the most widely debated and still not-well-answered questions is how 
nominal exchange rates are determined. 

Since the outset of the recent float in the early 1970s, a variety of research avenues for the exchange rate 
determination have been constructed. Among them, the monetary model remains a dominant paradigm, which 
suggests a long-run equilibrium relationship among the relative money stocks, the relative income levels and the 
nominal exchange rates (Frenkel 1976). However, the development of this monetary approach is accompanied 
with extensive and unresolved debates regarding its empirical validity. Many previous empirical studies have not 
established sufficient evidence to verify the suggested relationship between the exchange rates and 
macroeconomic fundamentals. 

Meese and Rogoff (1983 a) argue that the conventional monetary-exchange rate models can not significantly 
outperform a naive random walk in explaining the behavior of nominal exchange rates. This casted a devastating 
critique of standard monetary models and marked a watershed in exchange rate economics. Then, new methods 
to test the model are constantly springing up, and the results are mixed. For instance, the cointegration technique 
is used by MacDonald and Taylor (1993) to examine the validity of the forward-looking monetary exchange rate 
models. Empirical support was found, but such a test failed on a longer span of data (Sarantis 1994). Recently, 
the attempt in determining exchange rates through monetary models has seemed to claim more success. By 
employing a panel of time series data, Mark and Sul (2001) successfully improved the power of the tests. Their 
results show that variations in monetary fundamentals induce deviations of exchange rates from the equilibrium 
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level. Therefore, such co-movement could be used to study the exchange rate dynamics, which restored some 
hope in the standard monetary model. 

Most of the previous research, as mentioned above, mainly relies on the sophistication of econometric techniques 
to generate statistical evidence in favor of the existing economic theory. However, not much attention has been 
really directed to the theory itself, the underlying mechanism that governs the exchange rate behavior. Our paper 
attempts to revisit the benchmark model of exchange rate determination from another perspective. In addition to 
the aggregate money stock, we will examine the impact of money diffusion on exchange rates in this framework, 
where monetary policy is introduced by open market operations. Then, we investigate the way in which such a 
liquidity effect relates to the exchange rate dynamics. 1  To take a closer look at the purchasing power parity 
(PPP), one of the fundamental building blocks of monetary exchange rate models, we assume in the present 
paper that the production is endogenized, with two different goods sectors coexisting in each country: the 
non-tradables and tradables. Therefore, the law of one price is generally broken, even in an environment with 
flexible prices. Nominal exchange rates are now determined not only through financial transactions, but also 
through the transactions in the tradable goods market. 

Another interesting feature in this environment is how we will model the liquidity effect, the so called 
distributional effect of monetary policy. To explore the propagation of monetary shocks, two broad classes of 
models are available in the literature, sticky price and limited participation. In a voluminous recent literature, the 
sticky price model has become the workhorse of monetary policy analysis in both the closed-economy and 
open-economy, where the adjustment in prices is sluggish. For instance, Obstfeld and Rogoff (1995), Hau (2002), 
and Clarida, Gali and Gertlerc (2002). At the same time, some effort has been devoted to limited participation 
models (liquidity models, hereafter), where monetary policy plays a role in the economy due to its asymmetric 
distributional effects on economic agents. That is the impact of monetary policy will diffuse gradually in the 
economy and different economic agents will be affected at different timings. Recent work on liquidity effects in 
a closed economy was initiated by Grossman and Weiss (1983), and further developed by Lucas (1990) and 
Fuerst (1992). Then, Schlagenhauf and Wrase (1995), Grilli and Roubini (1996) and Alvarez, Atkeson and 
Kehoe (2002) extend this line of research to the open-economy settings. 

There is no sufficient evidence so far to distinguish the performance of sticky price and liquidity models. In the 
present paper, we will pursue the “liquidity” path by incorporating the frictions of limited participation into 
financial markets. Then, a small open economy model is laid out to study the role of liquidity effect in the 
exchange rate determination. The theoretical results show the cointegration between the nominal exchange rates 
and an expanded set of macroeconomic fundamentals. The speed at which the additional liquidity diffuses in the 
economy does affect the exchange rates. Later, a special case of this revised monetary model is tested against a 
collection of six OECD countries using monthly data running from 1985 to 2005. Specifically, we pool the time 
series data and then adopt the panel dynamic OLS method proposed by Mark and Sul (2001). The generated 
statistical evidence lends support to our model. 

The remainder of this paper is organized as follows. In Section 2, the theoretical model is laid out. In Section 3, 
the representative household's problem is characterized and equilibrium conditions are derived. In Section 4, the 
panel dynamic OLS regression is applied to seek an empirical support for the theoretical model. Section 5 
concludes. 

2. The Model 

Consider a world consisting of two countries: Home and Foreign, between which consumption goods are traded. 
Three types of markets exist in each country, a financial market, a tradable goods and a non-tradable goods 
markets that open and close sequentially. The two countries are (ex-ante) symmetric. Without loss of generality, 
we will only describe the Home economy, with the understanding that similar expressions are employed to 
characterize the Foreign economy. All Foreign variables are denoted with an asterisk. 

Each country is inhabited by a unit mass of infinitely lived households. In a given country, each household is 
specialized in producing some goods but wishes to consume goods that are different from its own products. 
Therefore, exchange is necessary for consumption. The absence-of-double-coincidence of wants is assumed, 
which provides a role in this economy for fiat money and credit. A representative household is consisted of a 
credit buyer, a continuum of financial transactors of mass 2, a continuum of workers and a continuum of cash 
shoppers with mass 1, respectively. In particular, the credit buyer dwells at the non-tradable goods market, while 
the shoppers with cash wonder in the tradable goods market. Each worker is endowed with a flow of one unit of 
time every period. At any point in time, a worker is either working or enjoying leisure. The heterogenous wealth 
distribution and endogenized labor supply decision introduce idiosyncratic risks into this model. Following 
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Lucas (1990), we group different agents into large households, in which each agent shares the same amount of 
consumption and regards the household's utility as the common objective. Therefore, idiosyncratic risks across 
agents are smoothed out within each household. Agents' decision problem can be simplified as a representative 
household's maximization problem. 

2.1 The Government 

Monetary policies are conducted by the government via open market operations in the model. In period t , the 
government in the Home (Foreign) country chooses the quantity of within-period nominal bonds to issue, 
denoted by )( *

11  tt BB , such that  

ttt MB 1                                                                            
(1) 

***
1 tt MB   

for t 0, 1, 2, 3,…, where 
tM ( *

tM ) is the quantity of aggregate money balance at the beginning of period 

t in Home (Foreign) country.  Note that )( *
tt  is a random variable. It indicates the monetary policy 

instrument of the central bank in the Home (Foreign) country. 

The specification of monetary policy is generally controversial. Bernanke and Blinder (1992) argue federal fund 
rate is superior to monetary aggregate and treasury bill rate in predicating monetary policy. Christiano and 
Eichenbaum (1992c) claim that innovations to nominal non-borrowed reserves measures the stance of monetary 
policy well. Walsh (2005) modeled policy shocks with innovations to the nominal interest rate. Williamson 
(2004), however, identifies the monetary policy by changes in the monetary aggregate. In this paper, we follow 
Williamson (2004) to focus on monetary policy shocks embodied by a monetary aggregate change, although it is 
realized that not all changes in monetary aggregate are necessarily caused by monetary policy shocks. The 
financial market structure in the model is complete and relatively standard in the literature. 

2.2 The Representative Household 

Since the Home and Foreign country are isomorphic, we focus on the behavior of a representative Home 
household and provide details only for Home households' objective and trading opportunities. 

A representative household starts period t with a money balance tM , carried from period 1t and consisted of 
reserve r

tM and cash c
tM .  Note that, r

tM and c
tM are held by a continuum of financial intermediaries, 

indexed on the interval ]1,0[ and ]2,1[ , respectively. We assume all the financial transactions, such as depositing 
or withdrawing money from the reserve account with the central bank, can only be carried out by the financial 
intermediaries in the households. 

At the start of period t , financial intermediaries indexed on interval ]1,0[ arrive at the asset market with reserve 
balance r

tM . At the same time, the cash-carrying financial transactors on the interval [1,2] take a trip to the 
tradable goods market and deliver c

tM to all cash buyers. 

Once financial transactors have left, the two aggregate shocks, the monetary shock t and the productivity 
shock tA are revealed, where t measures the degree of central bank intervention through open market operations. 
Note that, since cash-holding transactors have already left the household, the household cannot revise its 
consumption decision about tradable goods according to the changed financial market circumstances. That is, 
after t is disclosed, the money allocated for tradable goods is already locked in and cannot be readjusted. 

The asset market opens. Bonds denominated in home and foreign currencies are bought and sold there. For 
instance, each home (foreign)-currency-denominated bond is issued at a price tq ( *

tq ) at the beginning of 
period t and promises a delivery of 1 unit of home (foreign) currency at the end of the period. Since no overdraft 
is allowed on reserve accounts, the purchase of bonds faces a cash-in-advance constraint. Then, asset market 
closes and these financial transactors move to the non-tradable goods market, where credit buyers purchase 
goods using within-period IOUs. All such credit will be cleared by fiat currency through financial intermediaries 
at the end of the period. 

Now, let us turn to the tradable goods market. After the cash is evenly distributed, each shopper faces with two 
itineraries, which we call itinerary 1 and itinerary 2. Along itinerary 1, shoppers travel to the domestic tradable 
goods market, while itinerary 2 leads them to the foreign tradable goods market. Let t1 denote the fraction 
of shoppers who follow itinerary 1 and t the fraction who take itinerary 2, where ]1,0[t  is a random 
variable. Note that, t can be interpreted as a natural index of openness and t1 is the degree of home-bias in 
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consumption basket 2 . Economic theories have suggested that the impact of a monetary policy across countries 
depends on the openness of the economy. 

Next, the household chooses the number of working hours assigned to the traded goods sector ( rtL ) and 
non-traded goods sector ( ntL ), respectively. The total labor supply of the representative household in period t  
is tL , where ntrtt LLL  . Labor is assumed to be internationally immobile. Then, workers in the non-traded 
goods sector produce output and sell each unit at a price ntP in exchange for IOUs, while workers in the traded 
sector hands out goods at rtP for money. Later on, credits clear and bonds pay off. All residual balances and trade 
receipts are collected and possessed by the financial transactors in each market, respectively. Immediately after 
that, financial transactors are randomly relocated by nature. A financial transactor who is at a given location at 
the end of the period will be allocated to the other location with probability , and stay in the same location with 
probability 1 , where )1,0( . Note that  determines how fast the impacts of monetary policy are 
distributed within an economy and across countries. We assume that a zero-profit trade intermediary exists, 
which helps to implement currency exchanges. Such currency conversion is costless and can be done instantly by 
this intermediary according to the prevailing market exchange rate. This assumption implies that shoppers only 
need to hold home currency when walking around in the goods market. 

2.3 The Goods Market 

Two sectors of production exist in each economy, the tradable goods market and non-tradable goods market. 
Labor is the only factor that is employed to produce goods, that is 


ittit LAY   
***

ittit LAY   

where rni , , denoting the non-traded and traded goods sector, respectively. Note that, tA ( *
tA ) is the labor 

productivity shock in the home (foreign) country, which is universally identical for all workers in that country. 
Breaking up a country's products into two dichotomous categories is relevant for at least three reasons. First, 
non-tradable goods take a substantial share of aggregate consumption baskets. Secondly, its presence helps to 
explain the volatility of nominal exchange rates. Thirdly, with non-tradables, consumption levels are not 
necessarily equalized across countries in response to some aggregate productivity shocks, or move in a 
synchronized fashion. That implies productivity shocks could exert distinct impacts on consumption across 
countries. It follows that nominal exchange rates are tied down by traded goods in equilibrium. 

3. The Household's Problem 

A representative household maximizes its expected intertemporal utility:  







0

0 )]()([
t

tt
t LCuE 

                                                        

(2) 

where 0E represents the expectation conditional on information available at time 0,  is the time discount factor, 

tC denotes the consumption bundle in period t and tL is amount of the working time. We assume that )(u is 

strictly increasing, strictly concave, twice differentiable, with )0('u . And )( is increasing, strictly convex, 

and twice differentiable, with )0(' and )1(' . 

The composite consumption C is defined as follows: 

1
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  nr CCC                                                       
(3) 

where rC and nC represent the consumption of tradable and non-tradable goods, respectively,  corresponds to 

the intratemporal elasticity of substitution between these two types of goods, and ]1,0[ is the relative weight 

that households put on tradable goods. This parameter is allowed to vary across countries. Similarly, the tradable 
goods basket rC is further composed by home-made goods hC , and foreign goods

fC . That is,  

1

1111

])1([ 
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(4) 

where 1 is the intratemporal elasticity of substitution between home and foreign tradable goods,  denotes 

the share of foreign tradable goods and 1 characterizes the home bias in consumption. 
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At the same time, the formulated maximization problem for a representative household is subject to other 
constraints, such as: 

t
r
t

c
t MMM                                                                       

(5) 

The financial transactors located between [0,1] must abide by the following budget constraint: 

fttht
r
tfttthtt BSBMBqSBq   1

*
1                                                   

(6) 


nttntfttht

r
tttnntntfttthtt LAPBSBMTMCPBqSBq   1,1

*
1                      

(7) 

where ),(1 rnjM jt  represents the amount of money held by the financial transactors in market j at the end of 

period t , but before the relocation, tT the lump-sum taxes paid by the household in period t , and tS the nominal 

exchange rate (domestic currency price of 1 unit of foreign currency). In this model, traded goods are priced in 
the producer's currency, while the non-traded goods prices are denominated in the consumers' currency. 

The financial transactors in [1,2] should satisfy the cash-in-advance constraints in the traded goods market as 
well: 

c
tthtrtt MCP )1()1(                                                                       

 

c
ttftrttt MCPS  *

                                                                    
  

The above two cash constraints can be combined into the following 
c
tftrttthtrtt MCPSCP  *)1( 

                                                       
(8) 

 rttrt
c
ttrftrttthtrtt LAPMMCPSCP  1,

*)1(
                                            

(9) 

Let c
tM 1 and r

tM 1 denote the money supply in tradable and non-tradable goods market, respectively, after all the 

transactions are implemented according to the household's instructions, but before financial transactors are 
relocated. Then 

1,1,1 )1(   trtn
r
t MMM 

     1,1,1 )1(   trtn
c
t MMM                          (11) 

We are able to rewrite the above problem in a scaled form. That is deflating the appropriate nominal variables by 
the quantity of money in the tradable goods market rtM dropping time subscripts, (e.g. 

rt

nt
nt M

P
p  and

rt

rt
tt M

M
Se

*

 ), using primes “ ’ ” to denote variables dated t and superscripts “ – “ to denote 

variables dated 1t . Let ),( rnjz jt  indicate the gross growth rate in the money stock in 

market j and ),,,,( rrn zAmmV   denote the household's value function in period t . 5 Now, taking the initial 

conditions },,,{ 0000 lemm rn and sequence 0},,,,{ tttrtntt qeppm as given, the household chooses 

sequences },,,,{ 1,1,  trtnttt mmblc to solve the following dynamic programming problem: 

)]},,,,([)()({max),,,,( '''''

,,,, '' rrnt
mmblc

rrn zAmmVElcuzAmmV
rnttt

   

subject  to 

1

1111

])1([ 


 








  nr ccc  

1

1111

])1([ 


 








  hfr ccc  

rn lll   

fhnfh ebbmbeqqb   )1('*'  

 nnfhnrnnnfh Alpebbmzmcpbeqqb  )1('''*'  



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

Published by Canadian Center of Science and Education 55

)1()1( *   nfrhr mcepcp  

 rrnrrfrhr Alpmzmcepcp  )1()1( ''*  

Next, let me substitute the expression of c into the utility function and let 1 , 2 , 3 and 4 denote the 

multipliers associated with constraints (6)-(9). The first-order conditions then imply that 

rh pcu )1)(()(' 43                                                           
(12) 

*
43 )()(' rf epcu  

                                                            
(13) 

Combining equation (12) and (13) yields 

)('

)('1
*

ht

ft

rt

rt

t

t
t cu

cu

p

p
e 







 

Then, assuming that the cash-in-advance constraint for traded goods binds, we can show 
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(14) 

To use the above expression for te to study the empirical behavior of the nominal exchange rates, we make an 

additional assumption that the representative households have CRRA utility function. Then, by equation (3) and 

(4), the ratio of marginal utility of hc and fc is 
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(15) 

Inserting equation (14) and (15) into e , the long-run equilibrium value of the nominal exchange rates can be 
determined as 
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(16) 

Recall, that the general form of nominal exchange rates in the previous literature is written as 

t

t

t

ts
t y

y

m

m
e

*

*
  

where s
te represents the exchange rate determined in a standard monetary model, and )( *

tt yy the real national 

income in the Home (Foreign) country. Basically, the conventional model states that the nominal exchange rate 
is determined by the relative money stock and the relative output of two countries. 

Thus, Equation (16) not only encompasses the existing monetary models of the exchange rate, but also 
incorporates some new embellishments, such as the degree of economic openness ( ), the home-bias toward 
traded goods ( ) and the distributional effect of monetary policy shocks across countries ( ), where is an 

index locating between 0 and 1. It measures how fast that a monetary policy shock diffuses within an economy 
and transmits across borders.  

For a given 0 , we take the derivative of te with respect to by holding other parameters constant, we 

have 0
d

det . It says after a contractionary money shock occurs in the Home country, the faster it distributes, 

the more the home currency appreciates. It is known that the monetary diffusion ( ) depends on many factors in 
the real economic world, including the soundness of financial system, the efficiency of central banks, and so on. 
Therefore, assigning an appropriate value to requires an overall evaluation of a country's monetary system and 
financial markets. 
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By far, we have shown the cointegration between nominal exchange rates and economic fundamentals in a 
theoretical framework. In the next section, we turn to question the statistical robustness of this study by 
employing the panel dynamic OLS regression suggested by Mark and Sul (2001). To make the following 

analysis easier, we will consider a special case of equation (16), where
2

1*   . That is, 






1
*

*

1
1

1


















 




ft

ht

ht

ht

t

t

t

t
t c

c

c

c

m

m
e

                                                          

(17) 

Obviously, equation (16) and (17) indicate a slight departure from the conventional exchange rate determination. 
They capture in a simple way the basic idea, that nominal exchange rates are not only associated with the 
underlying macro-fundamentals, such as the aggregate money stock, the aggregate consumption of tradable 
goods, the degree of economic openness and the distributional effect of monetary policy, but also closely 
connected to some micro features, including the intratemporal elasticity of substitution between Home and 
Foreign tradable goods and the bias toward home-made goods. 

4. The Statistical Testing of the Model 

4.1 The Data 

The data set consists of monthly time series observations for the nominal exchange rates, the broad money 
supply (M3) and the real industrial production. The degree of openness ( k ) is measured by [(industrial imports 
+ exports) / total industrial production], from 1985:M1 to 2005:M12 for six OECD countries, namely Canada, 
Denmark, Japan, Sweden, United Kingdom and the United States. In the following analysis, the value of 
industrial products in each country is regarded as their domestically-made tradable goods. All variables are 
constructed by taking the United States as the numeraire country. The data were extracted from the SourceOECD 
and U.S Federal Reserve St. Louis. All data are seasonally adjusted. 

4.2 Econometric Methodology 

The United States is regarded as the “numeraire” , labeled as “0” country in the empirical study. Let kts  denote 

the log nominal exchange rate between country 5,...2,1k and the “numeraire” country in time t . To simplify 

the analysis, equation (17) is used and rewritten into a log-form as: 
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(18) 

where h
ktc represents country k ’s consumption of domestically produced tradable goods ( hc ) in period t . Then, 

let ktx denote the deviation of the exchange rate from its long-run equilibrium value, which is defined as 

ktktkt sex  ~  

The econometric analysis focuses on panel estimation of the following equations: 

kttkkt xs   1,  

kttkkt u   

where k indexes country k in consideration, k indicates a country-specific effect,  represents a time-specific 

effect that allows us to explain a limited amount of cross-sectional dependence, and ktu is the residual 

idiosyncratic error. To control for the possible asymptotic bias, Mark and Sul (2001) suggest that, the current 

value and kh leads and lags of 1 ktx should be included in the regression, that is 
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(19) 

where 5,...2,1k , 1,...,2  kk hTht . Under the current econometric specifications, the null hypothesis 

is no cointegration exists between the nominal exchange rates and the macro-fundamentals, or 
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equivalently 0:0 H . Without the loss of generality, we initially let 1.1 . Then the cases 

where 15.1 and 2.1 are also examined. 

The results of the panel dynamic OLS regression for the cointegration test are reported in Table 1, where the 
significance level is chosen at 5%. The statistical result shows that the null hypothesis of no integration between 
the macro-funamentals and the nominal exchange rates is rejected, when the U.S dollar is selected as the 
numeraire currency. In addition, this result is robust to different values of , the intratemporal elasticity of 
substitution between home and foreign tradable goods. This statistical test, therefore, provides a simple glimpse 
of the validity of this liquidity-exchange rate model. 

5. Conclusion 

Since the collapse of the Bretton Woods system, increasing attention has been focused on the links between the 
nominal exchange rates and macro fundamentals, suggested by the standard monetary theories of exchange rate 
determination. However, few of the previous studies have obtained satisfactory success. The “exchange rate 
determination” problem is far from being resolved. 

Our paper is a reappraisal and also an extension of the previous literature. It tries to determine the exchange rates 
by taking liquidity effects into consideration. A symmetric two-country model incorporated with limited 
participation and tradable and non-tradable goods are constructed to examine the cointegration between 
exchange rates and other economic indicators. 

The model results show the way in which the nominal exchange rates relate to a set of economic fundamentals, 
including the degree of economic openness, aggregate money stock, consumption of tradable goods, the 
home-bias toward domestic goods and in particular, the distributional effect of monetary policies across 
countries. Then, a panel dynamic OLS regression is applied to investigate the empirical fit of a special case of 
the model. The statistical testing results are found in favor of this model, a departure from the conventional 
monetary model of exchange rate determination. 

The encouraging evidence obtained in this study also impels us to explore, in the future work, whether there is 
any economic value to the predictive power of economic fundamentals for nominal exchange rates. 
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Notes 

Note 1. The “liquidity effect” is a general term to describe the impact of monetary policy on the aggregate 
economy. In this paper, it particularly refers to the effect of monetary policy on financial markets. 

Note 2. Obstfeld and Rogoff (2000) claim that by explicityly introducing costs of international trade, one can go 
far toward explainning a great number of the main empirical puzzles in international macroeconomics. It is easy 
to show that the effects of trade costs are isomorphic to the effects of home bias in preferences. 

Note 3. Hau (2002) investigates the role of nontradeables for the international monetary transmission mechanism. 
Hairault and Sopraseuth (2004) decompose the empirical volatility of the real exchange rate into two 
components: the relative price of traded goods and the relative price of nontraded to traded goods across 
countries. 

Note 4. How to specify preferences is important in any micro-founded model. Chari, Kehoe and McGrattan 
(1999) argue that preferences separable in consumption and leisure are necessary for explaining the high 
volatility in exchange rates. 

Note 5. Since
r

n
n M

M
m  , it is sufficient to include only the money growth factor in traded goods market in the 

current state vector. 

Appendix  

The Method of Panel Dynamic OLS 

Let )',...,( 21 Tkkkk ssss   and )',...,( 21 Nssss  be the vectors of the observations on 

nominal exchange rate, )',...,( 121 kTkkk xxxx  be the 1)1( T vector of observations on ,ktx for country k , 

0 be a 1)1( T vector of zeros,  be a 1)1( T vector of ones, I a 1T dimensional identity matrix, 

),...( 1,1, kk htkhtkkt xxz   , ),...( 1 Tkkk zzz  and 
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Table 1. Panel Dynamic OLS Results 
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Abstract 

The recent stagnation of electronic commerce highlights the need to understand contemporary online consumer 
behavior. E-commerce’s slow growth has coincided with an explosion in the usage of Web 2.0 activities. These 
novel online venues have created many new channels for online retailers to reach buyers, yet these online 
activities have gone largely unstudied. This study incorporates current user demographics and Web 2.0 activities 
to dynamically model the determinants of two key measurements of recent online shopping, a recent purchase 
and the novel dependent variable, percentage of income spent online. Regression analysis is applied to a 
nationally representative 2007 survey of the U.S. online population. Determinants of a recent online purchase 
include, ownership of a credit card, PayPalTM account, listening to podcasts, participating in online auctions, and 
for the first time, female gender. In a second regression, positive determinants for the percentage of income spent 
online include male gender, educational attainment, online auctions, instant messaging, and online dating. Online 
spending increases with time online, and appears to compete with other forms of online entertainment and social 
networking. These results produce snapshots of contemporary online shoppers that can be used by electronic 
retailers to determine which product characteristics to highlight for greatest impact, and to efficiently target 
specific Web 2.0 activities, such as entertainment, podcast and social network websites, to develop new and 
robust marketing platforms.  
Keywords: Online consumer behavior, Online-shopping, E-commerce, Web 2.0 marketing 

1. Introduction 

The number of Internet users in the U.S. has almost doubled over the last eight years to approximately 220 
million in 2008 (Nielsen 2008) with over 70% purchasing online (Pew Internet 2009a). This expansion in the 
Internet population has coincided with an explosive increase in the online usage of Web 2.0 activities such as 
social networking, video sharing, and other entertainment sites. These novel online venues have created many 
more channels for online retailers to reach buyers. Yet yearly growth of e-commerce has fallen short of virtually 
all analysts’ predictions for nearly a decade (Bakos 2001). The percentage of online consumers has remained 
steady at about 70% since late 2004 (Pew Internet, 2008b) when online buying represented 2.5% of national 
retail sales (U.S. Census Bureau, 2008). E-commerce has only grown about 0.6% in relation to retail sales over 
the last four years with revenue just over $144 billion in 2008 (U.S. Census Bureau, 2009; 2010).  
Web 2.0 channels present online retailers with novel opportunities to efficiently target potential buyers and 
market their goods and services. Two noteworthy trends indicate that the success of electronic retailers will 
depend on cultivating existing consumers: first, the proportion of consumers who never buy online remains 
steady, and second, over 85% of online shoppers continue to buy each year (Lohse et al., 1999; Pew Internet, 
2008b). The ability of e-retailers to grow their markets is contingent on a thorough understanding of 
contemporary online behavior. Most published studies focus on the decision to adopt Internet shopping rather 
than recent purchasing behavior and utilize data from the 1990’s, a period in which online buyers were 
predominantly older, wealthier, well-educated males (Swinyard and Smith, 2003). However, current user 
demographics have shifted to equal percentages of men and women buying online (Pew Internet, 2008a;b) who 
are younger and possess lower levels of income and education (Cummings and Kraut, 2002). This study seeks to 
fill this gap by analyzing more current online purchasing behavior and suggesting how online retailers can locate 
and appeal to potentially receptive buyers. 
The contributions of this paper are twofold. First, by utilizing a more recent dataset and including Web 2.0 
activities, we are able to unearth the direct links between Internet users and their online shopping decisions. 
Second, by examining the amount of income spent online, we can propose real world applications for these 
results and discuss marketing implications for reaching buyers through Web 2.0 channels. To accomplish this, 
we review previous literature on the determinants of online shopping and current online activities patronized by 
these consumers. Next, we explain how these variables provide the methodological foundation for the models 
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and the implementation of these models using this dataset. After presenting the findings and the limitations of 
the analysis, we apply the findings and suggest paths for future research. 

2. Existing Literature 
Online shopping has provided researchers with a rich set of questions and wealth of new information on 
consumer behavior and decision-making. Dating from the late 1990s, these studies provide both scholars and 
retailers with additional perspective on how the Internet has altered consumption and the factors that have 
facilitating this change. Information on the demographics, socioeconomics and consumer behavior of Internet 
shoppers has recently been synthesized into an Online Shopping Acceptance Model (OSAM) by Zhou et al. 
(2007). Online purchasing appears to be most related to convenience (Zhou et al., 2007) in addition to recreation 
and economic advantages (Donthu and Garcia, 1999; Korgaonkar and Wolin, 1999; Li et al. 1999; Swaminathan 
et al., 1999). The higher efficiency of e-commerce has reduced buyer search costs (Bakos, 1997) and produced 
lower prices for several online goods and services than their offline counterparts (Brown and Goolsbee, 2002; 
Brynjolfsson et al., 2003; Lee et al., 2003), offering the promise of products supplying good value to economic 
shoppers.  
Online purchasing has also been facilitated by enhanced Internet accessibility as prices have steadily dropped 
and connections have become faster. Through this, online usage has developed into a daily part of nearly all 
American’s lives for email correspondence and to obtain information (Nielsen 2008). In 2008, just over 90% of 
American home Internet consumers connected using broadband (WebSiteOptimization.com 2008). Higher 
connection speeds allow the Internet to be used more heavily for Web 2.0 activities, placing online gaming, 
instant messaging and social networking as the most time-intensive activities among broadband consumers 
(Nielsen//NetRatings, 2006). Between 32% and 35% of users visit blogs and social network websites such as 
MySpace, Facebook and others (Pew Internet 2009a). The same study showed that 28% access or download 
digital content, 26% participate in eBay and other online auctions, 52% watch video sites including YouTube 
and its derivatives, and 35% play games online (Pew Internet, 2008b). Advertising through these Web 2.0 
channels allows online retailers to capitalize on the huge popularity of these novel online venues. Patronization 
of these activities can provide online retailers with detailed information on potential buyers’ interests and allows 
for highly efficient marketing at lower costs but remains an unstudied aspect of online purchasing behavior.  
To our knowledge, this study is the first in nearly a decade to define the factors that influence contemporary 
online shopping behavior. Using representative U.S. online consumer data and the current range of Internet 
activities, two models are developed to explain consumer determinants of online purchasing within the last year 
and the percentage of income spent online in the last three months, a variable that has never before been studied. 
There are several elements of this study that both set it apart as a unique contribution and mark it as a valuable 
addition to the existing literature. First, this study delineates factors that influence online spending rather than the 
decision to adopt or continue online shopping. The empirical work also utilizes a comprehensive dataset 
reflecting the newly-diverse, current demographics and online activities of online shoppers, information that can 
provide insight for online retailers. Since a large portion of the online population uses the Internet primarily for 
entertainment purposes and thus has greatly increased usage (Pew Internet, 2008b; 2009a), this study is the first 
to investigate the relationships between utilization of these new activities and online purchasing. The integration 
of demographic and socioeconomic variables with Web 2.0 activities provides the basis for developing the 
models presented here that describe the purchasing decisions of the current online population. These findings 
provide tangible evidence that can be utilized in marketing decisions, highlighting which gender-specific 
strategies will likely be the most successful. Finally, the study suggests that the greatest promise of online 
retailing, lower prices through reduced search costs, may not actually be its greatest attraction for today’s 
consumers.  
3. Methodology 
3.1. The Models 
Model 1. The first model of online purchasing within the last year (purchase, y1) incorporates five categories of 
variables (demographic, socioeconomic, Internet usage, product perceptions and alternative activities). The 
dependent variable, y1, is a Bernoulli random variable: it has only two outcomes, purchase within the last year (1) 
or no purchase (0). A linear regression model does not fit a binary dependent variable such as y1, so a logistic 
regression model is used. The logistic model maps a linear combination of the predictors to the probability that 
the associated dependent variable equals 1 (Menard, 2002; Gelman and Hill, 2006). Y1 is analyzed using a 
weighted (Note 1) logistic regression to ensure the results are nationally representative (Note 2). Table 1 
provides a description and statistics of each variable. 
y1  Bernoulli (p) 
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(Equation 1)    p =
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Model 2. The second model examines the percentage of income spent online within the last three months 
(spending as a percentage of income, y2) and incorporates the same five categories of variables described above. 
A linear regression model is applied to y2 because its range is the real line (Gelman and Hill 2006). Equation 2 is 
analyzed as a weighted least squares regression. 
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3.2. Data Set and Sources 
The regression models utilize a data set acquired through a leading, publicly traded market research company 
that specializes in e-commerce and online demographics (Note 3). Data are compiled from a portion of a 
forty-two question, closed-end survey conducted in June 2007. The questions focus on demographics, product 
preferences, and online behaviors, attitudes and activities. The 3,580 participants were selected by Ipsos from 
their U.S. online consumer panel, and the sample was balanced by demographic and behavioral characteristics 
derived from contemporaneous U.S. Census Bureau and research pertaining to the U.S. online population.. This 
dataset is particularly well-suited to this study due to the retail nature of the data collected. This data is 
proprietary market research and provides an accurate sample of the current online population. The survey 
questions were constructed to glean information on the online user’s decision to purchase a good or service as 
well as amount spent online, information tailored to the needs of online businesses.  
Several shortcomings of the data set may slightly reduce the explanatory power for each of the models. The data 
set presents the amount spent online and income as bracketed variables. The median amount spent online was 
divided by median quarterly income to determine the percentage of income spent online during the last three 
months. However, the use of median values from bracketed variables for age, amount spent online and income 
does not assure a constant standard error and can lead to lower explained variance. Ceilings on income 
($100,000+) and on the amount spent online ($5,000+) also reduce the accuracy of the analysis, and the lack of 
specific information on high earning and spending outliers is expected to limit conclusions drawn here. The 
questionnaire also lacked key variables regarding demographics (ethnic background or location), 
socioeconomics (specific occupation, home ownership or number of dependents), Internet usage (user’s 
technical aptitude or online fluency) and other intangible variables (perceptions of online buying or security in 
online transactions,) that would be expected to further influence online consumer behavior.  
4. Results and Implications for e-Commerce 
The models described here utilize representative U.S. data on 2007 online usage, patronization of Internet 
activities and user demographics.  
4.1. Model 1 
The logistic regression used for Model 1 is highly significant (p < 0.001) (Table 2). Table 4 provides details on 
the 26 variables studied, of which 12 are significant. The R-squared value of 0.237 is obtained by replicating the 
model for each participant and creating a predicted value (Note 4). Then a weighted, binary regression is run 
with the actual participant’s outcome (purchase = 1 or no purchase = 0) as the dependent variable and the 
predicted values as the independent variable. While close to 24% of the variance is explained by the 26 
independent variables studied, demographic variables alone explained only 3.3% of the variance (see Table 3). 
The only significant demographic determinant of a recent online purchase is the gender of the participant 
(p<0.01 Table 4). To our knowledge, this is the first time female gender is shown to be positively correlated with 
online shopping; in this case, purchasing within the last year. For an online user with low technological 
acceptance (Note 5), when adjusted for all other variables, females are 6.6% (37.9% for women vs. 31.3% for 
men are the probabilities of making on an online purchase) more likely than males to have made a recent online 
purchase. In contrast, for online users of high technological acceptance, females are only 0.4% more likely to 
have made a recent online purchase (98.9% vs. 98.5%) (Note 6). These result align with the shifting online 
demographics as noted by Pew Internet (2008a,b); an increasing percentage of women online and becoming 
more sophisticated users. Not surprisingly, this translates into a higher rate of recent online purchasing by 
women than men at the time of this survey. These results provide a reason for retailers to target advertising at 
websites heavily patronized by women.  

The majority of socioeconomic variables showed positive correlations with a recent online purchase, providing 
verification of previous studies (Bellman et al., 1999; Donthu and Garcia, 1999; Korgaonkar and Wolin, 1999; 
Li et al., 1999). Even though the regression coefficient is small, household income is positively correlated with 
recent online buying. For a male user with low technological acceptance, an income increase from $30,000 to 
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$100,000, translates to a 15.1% (46.4% vs. 31.3%) higher probably of having purchased an item online within 
the last year. Male online users with low technological acceptance with a payment account such as PayPal™ are 
15.0% (46.3% vs. 31.3%) more likely to have shopped within the last year. Female users with low technological 
acceptance have 23.4% (37.9% vs. 14.5%) higher likelihood of purchasing an item online if they possess a credit 
card. The results show that marketing preferentially to high earners and increasing access to credit cards or 
PayPal™ accounts should increase the adoption of online shopping.  
The Internet usage determinants include several previously studied variables on communication and information 
retrieval. In contrast to the findings of previous studies (Huang, 1998; Bellman et al., 1999; Bhatnagar et al., 
2000), weekly Internet usage is not significantly correlated with a recent purchase. Use of email, online research 
of products, use of a search engine, software downloads, and investigation of travel online is all positive, 
significant determinants of recent online shopping. Use of Instant Messenger for communication, a previously 
unstudied variable, is not significantly correlated.  

Several Web 2.0 variables describing contemporary Internet activities such as shopping behavior, entertainment 
and social networking are also included in the regression models. Of these, participation in online auctions is the 
most significant determinant, followed by listening to podcasts. The remaining five variables are not significant 
determinants of recent online purchasing (blogs, online gaming, online dating, social networking, classified ads). 
These findings demonstrate that many Web 2.0 channels, such as social networking sites are not effective 
advertising channels to induce an online user’s first purchase. 
These data include measures of product perceptions in order to account for their influence on contemporary 
online consumer behavior. Recent online purchasing is strongly correlated with a user preference for products 
that are described as new and innovative while the variable for products described as good values is statistically 
insignificant. These findings indicate that new, dynamic product lines should highlight innovativeness in their 
descriptions and advertising.  
Contrary to Bellman et al.’s (1999) theory of time starvation, time spent working proved insignificant in 
explaining recent online purchasing. In addition, given that weekly television hours is not a determinant, 
electronic retailers should be less motivated to advertise on television, at least to heavier television watchers. 
Their resources might be better spent advertising via new channels on the Internet that allow for targeted 
marketing, such as podcasts. Most users apparently view Internet shopping as a time saving activity, driven by 
convenience and the ability to find novel and hard to find items. 
4.2. Model 2  
Model 2 Using All Data. The second model utilizes a novel dependent variable, the percentage of income spent 
online in the last three months. As reported in Table 2, the regression is highly significant. Table 4 provides the 
coefficients and describes the significance of the 26 determinants. These variables explain 19.4% of the variance, 
while demographic variables account for only 2.1% (see Table 3). 
The second model reveals that male gender and higher educational attainment are positively correlated with the 
percentage of income spent online in the last quarter. While demographic factors account for less of the variance 
than in the first regression, the percentage is statistically significant. Males spend 0.361% more of their total 
quarterly income online than do women, an increase of $40.05 quarterly (actual; Note 7). This finding is 
particularly important since it is a far greater spending increase than previously reported for men who purchased 
$3.15 more online annually than did women (Lohse et al., 1999). College graduation increases the percentage of 
total quarterly income spent online by 0.24% (model derived; Note 8) above a high school degree. These 
findings track previous results closely and align with the demographic hypotheses. Targeting an audience that is 
male and well educated should produce more revenue and allow for highly efficient marketing.  
The influences of the socioeconomic determinants are somewhat different in the second regression. There is a 
significant, though very small, negative correlation between household income and percentage of income spent 
online because households with lower incomes tend to spend a larger percentage of income online, even though 
the actual amount spent online is less than that spent by higher income households. Possession of an online 
deferred payment account is a strong positive determinant of the percentage of income spent online in the last 
three months. In contrast, possession of an online payment account such as PayPal™ is not a significant 
determinant. Online purchasers using deferred payment accounts spend 1.79% more income per quarter. 
Although economic data are not available, online deferred purchases are relatively large (usually requiring a 
purchase of at least $99) and possibly account for an increase in a user’s online spending. To generate more 
revenue, these results suggest that online retailers should provide more methods for buyers to establish and 
utilize online deferred payment accounts, focusing less on PayPalTM and other similar payment systems.  
Internet usage determinants encompass several correlated variables with the percentage of income spent online, 
positive determinants are high Internet usage and communication via Instant Messenger while email is a negative 
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determinant. The only significant information retrieval variable is obtaining stock quotes, which is positively 
correlated with the percentage of income spent online in the last three months. Within both models there are 
significant correlations with participation in online auctions but not with posting classified ads. The strong 
positive correlations observed here suggest that heavier Internet users, stock owners and those who participate in 
online auctions are more likely to spend a higher percentage of their income online, providing target markets for 
online retailers. 
In the second model, all entertainment and social networking variables are determinants of percentage of income 
spent online. Podcasting and online dating are positive determinants while online gaming, visiting social network 
sites and blogging are negative determinants. These results suggest that online retailers could more profitably 
shift their advertising to podcasts, communication providers and online dating services. 
While perception of a product as new and innovative is a positive determinant, good value is a significant 
negative determinant. Given these results, product lines that are novel or evolve frequently should be highlighted 
as such. E-retailers’ marketing should align with consumers’ perceptions and the Internet provides unparalleled 
flexibility for retailers to update websites to coincide with their target audience’s perceptions and desires.  
Alternative activities yield little explanatory power in either model. The lack of significant correlations between 
weekly television hours and percentage of income spent online again suggests electronic retailers should steer 
marketing projects away from television and towards more profitable advertising channels such as podcasts or 
other online venues that reach buyers more directly. Given that it is not currently possible to selectively bypass 
ads in video viewed online, advertisers have the opportunity to target marketing to this captive audience or even 
personalize advertising using viewers’ search profiles. Although television viewing online was not a variable 
studied here, it should be incorporated into future research because of its rapid expansion (a sevenfold increase 
between 2006 and 2007) due to increased broadband adoption coupled with the virtually limitless archived and 
contemporaneous media available from television networks or free from third parties (Pew Internet, 2009a,b). 
Model 2 Using Partitioned Data. The data set is partitioned to better understand the influence of gender, age and 
income, the only variables that show non-normal distributions. (Nationally representative information may still 
be obtained by weighting partitioned categories). The first partitioned data set is stratified by gender; then each 
data set is applied to the second model (Table 2). The results for men (Model 2B) show much more variance 
explained (31.5%) than for women (Model 2C, 8.6%). The models reveal very different determinants of online 
spending for men and women, but the reasons for these differences are beyond the scope of this study. The only 
commonalities across gender are in the impacts of income (a small, negative effect) and possession of an online 
deferred account, though the coefficient for men is almost six-times greater than that of women.  
For males, educational attainment, deferred online payment, use of instant messaging, downloading software, 
online dating, and perception of new and innovative products are all significant determinants, with a deferred 
online payment account providing most of the predictive power (Table 4). Interestingly, significant negative 
determinants are use of email, online gaming and blogging. Men appear to be strongly attracted by novel 
products and are not value shoppers. Online gaming is a highly significant negative determinant only for men, 
aligning with the rest of this data suggesting that men use online shopping as a form of entertainment. Deviating 
from the overall data set, online male shoppers show a significant negative correlation between percent of 
income spent online and hours watching television.  
With its lower explained variance, the regression model for women has fewer significant determinants but 
unearths some key gender-related differences. The determinants of women’s online spending behavior support 
Bellman et al.’s (1999) theory of time starvation. For women only, work hours and having a high-speed 
connection are positive determinants. Similarly, none of the entertainment usage or social networking variables 
is significant. In addition to being more convenience-oriented, women who spend more online do not appear to 
be drawn to new or innovative products. Sophisticated Internet users, they participate in online auctions and 
appear to be responsible for the significance of stock quotes as a significant determinant for Model 2A.  
Further partitioning of the data for men by income and age (Models 2D, 2E, 2F) yields improvements in the 
percentage of variability explained (Table 2). In Model 2D, for men with household incomes less than $35,000, 
66.7% of the variability is explained by this model. Positive determinants are educational attainment, deferred 
payment, Instant Messenger, online auctions, classified ads, and new and innovative products (Table 4). 
High-speed connection, product research and weekly work hours are negative determinants. A college graduate 
at this income level, on average, spends 1.15% (model derived) more income online quarterly than someone with 
just a high school degree. The most important factor, the variable with the largest coefficient, is the possession of 
an online deferred payment account. This result is not surprising and again points to the attention online retails 
should give to such advertising venues. These results illustrate a profitable target market for retailers: men with 
household incomes less than $35,000 but with a higher education seem to be novelty-oriented. Men with a 
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household income less than $35,000 spend 1.17% (actual) of their income online each quarter, a higher 
percentage than those earning more. 

Although individuals in the highest income bracket (household income of greater than $100,000) spend more 
online than those in the lower income brackets, their percentage of income spent online is lower, 0.75% (actual). 
The partitioned data set of males with household incomes greater than $100,000 (Model 2E) explains 29.1% of 
the variance in online spending (Table 2). Similar to lower earners, educational attainment, online auctions and 
novel products are positive determinants but not weekly work hours (Table 4). Positive Internet usage 
determinants are quite different for this economic group; high speed connection, weekly usage, travel research, 
and online dating. Not surprisingly, possession of an online deferred account is not a determinant of online 
spending for these highest earning men and good value is actually a negative determinant for this group. Online 
gaming is also a negative determinant. Given the very distinct results for high-income men, e-retailers probably 
require a specialized approach, using only select Web 2.0 channels to attract the business of these high earners. 
This group was the smallest of any examined (n=226), and it is possible that a model using their actual income 
figures might provide additional insight into the online consumer behavior of this important marketing target.  
Online retailers need to rely on models that explain large amounts of variance in their target market. Model 2F, 
applied to men aged 45-54, accounts for 79.1% of the variance at a highly significant level despite the lack of a 
significant correlation with household income. In this age group, positive determinants are downloading software, 
instant messaging, online dating, and most significantly, having an online deferred account and products 
perceived as new and innovative (Table 4). The highest observed coefficients in this model are again associated 
with online deferred payment. Negative determinants are high-speed connection, product research, social 
networking sites, online gaming and weekly television hours. 
While the R2 values for Models 1 and 2 are relatively low (23.7% and 19.4%, respectively), both regression 
equations were statistically significant (p value < 0.001) and our determinant analysis relies only on variables 
that show statistical significance based on at least a p value ≤ 0.05. Admittedly, the extent to which unknown, 
confounding variables affect the model’s results are unknown and beyond the scope of this study. Additionally, 
several key variables, both demographic and socioeconomic, are missing from the data set and limit its 
interpretation. More complete information about survey participants would allow for a richer and more thorough 
analysis.  
Nevertheless, the large number of survey participants allows the data to be partitioned in order to further explore 
purchasing behaviors. An improvement in the explained variance of Model 2 (spending) was found for men but 
not for women, suggesting that the inclusion of other, unstudied variables in a regression analysis may provide 
more explanatory power of female online shopping behavior. Partitioning the data for men enhanced the 
explanatory power of Model 2 for spending by men with household incomes less than $35K and of ages 45-54. 
Knowledge of the causality and process between the demonstrated determinants and online spending would be 
necessary to translate these linkages into more effective marketing strategies.  
5. Conclusions 

According to the Internet Advertising Revenue Report (2009), Internet advertising grew 10.6% in 2008. In the 
midst of an economic downturn, and in a year in which cable television advertising was the only other category 
of advertising to grow, this clearly indicates the importance and potential of the online venue (Interactive 
Advertising Bureau 2009). Recognizing its importance, the issue then becomes how e-retailers can most 
effectively utilize Internet advertising, especially in the vastly growing and virtually unstudied Web 2.0 realm. 
The future growth and success of e-commerce may rest on the utilization of Web 2.0 platforms to advertise to 
specific niche users. These new conduits to potential buyers allow for the most efficient marketing to date by 
incorporating highly personalized and rapidly dynamic advertising based on personal interests and consumer 
history. This study establishes that online auctions, travel research and podcasts are strong determinants of online 
purchasing; they provide easily accessible advertising channels. In particular, the podcast audience is a largely 
untapped, growing market that may prove lucrative for online firms. Podcast consumers are at least 50% more 
likely than non-consumers to have made an online purchase in the past week, are avid consumers of other 
communication technology and are active social networkers (Webster 2008). Because possession of an online 
deferred payment account was the strongest determinant of spending for all groups except the highest earning 
men, opening a deferred payment account should be encouraged by advertising on highly correlated forums for 
new and innovative products, online auctions, downloadable software and podcasts.  

Drawing on the results of this analysis, electronic retailers may target their efforts and consider the cost-benefit 
analysis of each potential advertising project. Increasing online spending in the higher income brackets, 
particularly by men, is crucial to the growth of electronic commerce. This demographic is well versed in 
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technology and has a higher than average educational attainment. It is speculated that increasing online spending 
in this group can be achieved through selective online advertising integrated with preferred online activities such 
as online auctions and possibly podcasting. Their technological sophistication allows them to block many 
traditional advertising methods, so advertising via podcasts and online television programs could effectively 
target this attractive demographic (Nesbitt 2008).  

The models presented here can also provide actual revenue estimates. For example, a college graduate on 
average would spend 0.24% more income online than does someone with just a high school degree and 
increasing time online of the highest male earners by 20 hours boosts spending by an average of 0.20%, or 
$55.00 per quarter for a user that makes $100,000 per year. If online retailers could increase the percentage of 
income spent online by the highest income bracket, their revenues would increase significantly. Projected 
revenue increases can then be weighed against planned advertising outlays; the resulting cost-benefit analyses 
are expected to reduce marketing costs. The possibilities for targeting niche users and attraction of males to 
novel and innovative products have implications for website design as well. 

Nearly a decade has passed since a representative population of online buyers was last studied in detail, and this 
research provides a more focused picture of the current American online buyer. Women are achieving parity as 
online shoppers as their technological savvy increases; in some cases, women utilize the Internet at a slightly 
higher rate than men for professional information or enrichment (Pew Internet, 2008b). However, analysis of 
current data provides evidence that women still appear to be time-starved purchasers. There is a small but 
significant increase in the amount purchased online by women as their work hours increase. Women with 
high-speed connections, who research products and who participate in Internet auctions spend more online. By 
far, though, the largest effect on spending (for both women and men) comes from having an online deferred 
payment account.  

Although the Internet can provide novel channels to reach perfectly targeted niche users, the ability to integrate 
Web 2.0 activities into online marketing remains largely unexplored. The potential to customize online content 
and marketing for specific demographics, including by gender, by Internet needs and by online interests, is 
particularly important given the distinct spending patterns for men and women and the markedly different 
behavior of men in the highest income bracket. Marketing to new cultural or underserved ethnic groups is 
another route that is expected to greatly expand future e-commerce, but specific websites and advertising must 
be developed to accommodate cultural differences in online perceptions and types of Internet usage (Chau et al., 
2002; Singh et al., 2008). With a better understanding of contemporary American online behavior, this study 
points to directions for future research in order to utilizing new and robust marketing platforms to reach the 
growing base of people who utilize the Internet for entertainment.  
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Notes 

Note 1. Heterosckedasticity was not present in the results; the weighting variable is included to make the mean 
data and standard error for each user representative of data for the online population. 

Note 2. The weight variable is based on 12 demographic variables. The idea behind the weight is to ensure that 
the sample is representative of the US online adult population, according to Jupiter's definition of what the 
demographics of that population are. Respondents are invited to take the survey based on specific demographic 
quotas, and then the weight is applied to the data to ensure that the distributions are precisely in line with the 
same demos.” (Jupiter Research 2007) 

Note 3. In this survey effort, Jupiter Research worked with its research partner, Ipsos Insight…Ipsos Insight is 
one of the largest market research companies in the US and maintains a general research panel of 400,000 
households. Ipsos Insight also has access to the Ipsos US online panel, which comprises two million Internet 
users.” (Jupiter Research 2007) 

Note 4. Predicted values are determined by applying the participant’s survey answers (such as age, income, 
high-speed connection, etc.) to the coefficients from the first regression. 

Note 5. This describes an online user who is 40 years old, a college graduate, makes $35,000 per year, works 40 
hours per week, uses the Internet 5 hours per week, watches television 10 hours per week, owns a credit card, 
has a high-speed Internet connection and of the activities surveyed, uses only email and search engine. 

Note 6. This describes an online user who is 40 years old, a college graduate, makes $100,000 per year, works 40 
hours per week, uses the Internet 20 hours per week, watches television 20 hours per week and uses the Internet 
for every variable surveyed. 

Note 7. Actual: these values are based on descriptive statistics, in this case they are the actual differences 
between men and women’s online spending, they are derived directly from the dataset, not from the model’s 
results. 

Note 8. Model derived: these values are obtained through the model by altering the specified variable (education) 
and holding all others constant. 
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Table 1. Description of Variables in Models and Key Statistics 
DEPENDENT VARIABLE DEFINITION OF DEPENDENT VARIABLE 

 
y1 

Purchase  
Has purchased a good or service online within the last year (1) or not (0) 

n = 3580; 72% yes, 28% no 

 
 
y2 

Spending 

Percentage of income spent via online purchasing in the last three months (the amount spent online in the last 
three months [median of bracketed range] by household income for the last three months [median of bracketed 
range divided by four]. 

n = 2539; mean [SD] = 0.682% [1.603%] 

CATEGORY AND NAME OF  
INDEPENDENT VARIABLE 

DEFINITION OF INDEPENDENT VARIABLE 

Demographic  

 
x1 

 
Age 

Median age of each bracket is applied to data set: 21 (18-24), 29.5 (25-34), 39.5 (35-44), 49.5 (45-54), 55 (55+). 

Mean [SD] = 37.1 [13.9] 

 
x2 

 
Gender 

Male (0) or female (1).  

50% male, 50% female 

 
 
 
x3 

Educational 
Attainment 

Highest level of education the respondent completed  
(1) Grade school (2) Some high school (3) Graduated high school (4) Some College (5) College graduate (6) 
Post-graduate degree  

The average respondent has completed some college. 6% some high school, 26% graduated high school, 28% 
some college, 28% graduated college, 12% post-graduate degree 

Socioeconomic  

 
 
x4 

Household Income  

Median value from the bracketed range applied to the data set  
$ 35K (<$35K), 39.5K (35K-44K), 52K (45K-59K), 67K (60K-74K), 87.5K (75K-100K), 100K (100K+).  

Mean [SD]= $59,130 [$29,891] 

 
x5 
 

High-speed 
Connection  
 

Dial-up or no connection at home (0) or high-speed (1).  

63% high-speed connections, 34% dial-up connections, 2% without connection and 1% did not know their 
connection type 

 
 
x6 

Credit or Debit Card  
Ownership 

Possession of credit card or debit card that can be used in online purchasing (1) or does not own any form of 
online payment method (0).  

84% own payment card, 16% without payment card. (This variable is not used in Model 2 since an insignificant 
number of participants did not possess a payment card ) 

 
x7 

 
Online Payment  

Has online payment account such as PayPal™ (1) or not (0).  

37% yes, 63% no 

 
x8 

Online Deferred 
Payment 

Has online deferred payment account (1) or not (0).  

5% yes, 95% no. (This variable is not used in Model 1 because it assumes user has purchased online) 

Internet Usage  

 
x9 

Weekly Internet Usage 
Average hours spent online weekly by the user.  

Mean [SD] = 19.3 [21.7] 

Communication  

 
x10 

 
Email 

User has sent or received email in last month (1) or not (0).  

90% yes, 10% no 

 
x11 

 
Instant Messenger 

User has used AOL Instant Messenger, ICQ, Yahoo or MSN Messenger, or similar instant messaging services in 
the last month (1) or not (0).  

37% yes, 63% no 

Information Retrieval  

 
x12 

 
Product Research 

User has researched product or services online in the last year (1) or has not (0).  

52% yes, 48% no 

 
x13 

 
Search Engine 

User searched for information using a search engine within the last month (1) or has not (0).  

78% yes, 22% no 

 
x14 

Downloaded Software
User has downloaded software programs for their personal computer in the last year (1) or not (0).  

25% yes, 75% no 

 
x15 

Investigated Travel 
User has investigated travel arrangements (availability or pricing) online in the last month (1) or not (0).  

41% yes, 59% no 

 
x16 

Stock Quotes 
User has checked stock quotes online in the last month (1) or not (0).  

14% yes, 86% no 

Shopping Behavior  

 
x17 

 
Online Auction 

User has sold or bid for products in an online auction within the last month (1) or has not (0).  

21% yes, 79% no 

  User posted classified ads online (e.g. Craig’s List, AutoTraderTM, etc.) in the last month (1) or has not (0).  
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x18 Classified Ads  8% yes, 92% no 

Entertainment  

 
x19 

 
Podcast 

User has listened to or downloaded a podcast within the last month (1) or not (0).  

12% yes, 88% no 

 
x20 

 
Online Gaming 

User played games online such as action games, fantasy, flight simulators, etc. in the last month (1) or has not 
(0).  

27% yes, 73% no 

Social Networking  

 
x21 

 
Social Networks 

User has visited social networking sites like MySpaceTM, FacebookTM, etc. in the last month (1) or has not (0).  

36% yes, 64% no 

 
x22 

 
Online Dating 

User has used an online dating service or viewed personal ads in the last month (1) or has not (0).  

15% yes, 85% no 

 
x23 

 
Blogs 

User has read a blog in the last month (1) or has not (0).  

26% yes, 74% no 

Product Perceptions  

 
x24 

 
Good Value 

User prefers to buy products that are a good value for the money (1) or not (0).  

78% yes, 22% no 

 
x25 

 
New/Innovative  

User prefers to buy products that are new and innovative (1) or not (0).  

16% yes, 84% no 

Alternative Activities  

 
x26 

 
Weekly Work 

Average hours user works weekly.  

Mean [SD] = 29.6 [27.2] 

 
x27 

 
Weekly Television 

Average hours user watches television weekly.  

Mean [SD] = 16.9 [17.6] 

 

Table 2. Results from Regressions 
 

Model 
Adjusted 

R-Squared 
F Statistic 
(p value) 

Number of 
Observations 

Degrees of 
Freedom 

 
Model 1 

 
Purchase 

 
0.237 

1115.76 
(p<0.001) 

 
3580 

 
3553 

 
Model 2 

 
Spending 

 
0.194 

23.277 
(p<0.001) 

 
2539 

 
2512 

 
 
 
 

Model 2 with 
Partitioned Data 

 
Spending by Men 

 
0.315 

23.239 
(p<0.001) 

 
1213 

 
1187 

 
Spending by Women 

 
0.086 

5.473 
(p<0.001) 

 
1197 

 
1171 

Spending by Men with 
Household Incomes < $35K 

 
0.667 

27.000 
(p<0.001) 

 
312 

 
287 

Spending by Men with 
Household Incomes > $100K 

 
0.291 

7.028 
(p<0.001) 

 
226 

 
201 

 
Spending by Men Aged 45-54 

 
0.791 

45.250 
(p<0.001) 

 
281 

 
256 

 

Table 3. Results from Model #1 & #2 (Demographic Variables Only). 

 
Model  

 Adjusted  
R-Squared 

F Statistic  
(p value) 

Number of Observations Degrees of Freedom 

 
Model 1 

 
Purchase 

 
0.033 

123.242  
(p<0.001) 

 
3580 

 
3576 

 
Model 2 

 
Spending 

 
0.021 

17.415 
(p<0.001) 

 
2539 

 
2535 

 

 
Model 1 
Purchase 

Model 2 
Spending 

Constant  -1.419***  3.341*** 

Demographic   

 Age  0.012***  0.001 

 Gender  0.217** -1.272** 

 Education  0.316***  0.235* 
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*  0.01 < p value ≤ 0.05 

** 0.001 < p value ≤ 0.01 

*** p value ≤ 0.001  

 

Table 4. Coefficients and Significance from Regressions Using Partitioned Data 

 Model 1 Model 2 

  2A 2B 2C 2D 2E 2F 

  
Purchase 

 
Spending 

 
Spending 
by Men 

 
Spending by 

Women 

Spending 
by Men 
<$35K 

Spending 
by Men  
> $100K 

Spending 
by Men 
45-54 

        

Constant -3.683*** 0.684*** 0.255 0.750*** -1.033 -1.725** 0.481 

Demographic        

 Age 0.006 0.002 0.007 -0.003 -0.008 0.009  

 Gender 0.290** -0.114*      

 Education 0.069 0.120*** 0.221*** -0.015 0.573*** 0.259** 0.079 

Socioeconomic       

 Income 0.128*** -8E-006*** -8E-006*** -6E-006***   -4E-006 

 High-Speed Connection 0.183 0.096 0.153 0.205*** -0.429* 0.553** -0.330* 

 Credit Card 1.279***       

 Online Payment 0.637*** -0.048 -0.155 0.040 -0.065 -0.179 0.029 

 Online Deferred Payment  1.797*** 2.973*** 0.498*** 4.627*** -0.028 3.614***

Internet Usage       

 Weekly Usage 0.003 0.005** 0.001 0.003 0.003 0.011* 0.001 

Communication        

 Email 0.588*** -0.247* -0.516** 0.158 -0.237 0.211 -0.036 

 Instant Messenger -0.133 0.235*** 0.433*** -0.085 0.703*** -0.212 0.478* 

Information Retrieval        

 Product Research 0.471***  -0.090 -0.101 0.105 -0.542*** -0.147 -0.524** 

 Search Engine 0.588*** 0.125 0.155 0.046 -0.391 0.093 0.119 

 Download 0.273* 0.112 0.211* -0.098 0.125 0.050 0.645***

 Investigate Travel 0.426*** -0.107 -0.148 0.057 -0.062 0.369* 0.054 

 Stock Quotes 0.215 0.162* 0.066 0.473*** -0.339 0.230 0.081 

Shopping Behavior        

 Online Auction 0.877*** 0.125* 0.125 0.197** 0.513** 0.696*** -0.134 

 Classified Ads -0.008 -0.084 0.029 -0.226* 0.798** -0.205 0.230 

Entertainment        

 Podcast 0.403* 0.149* 0.086 0.089 -0.106 0.254 -0.131 

 Online Gaming -0.090 -0.233*** -0.343*** -0.089 -0.192 -0.427* -0.513* 

Social Networking        

 Social Networks 0.039  -0.126* -0.129 -0.149 -0.345 -0.296 -0.743***

 Online Dating 0.312 0.310*** 0.336*** 0.057 0.263 0.483* 0.689***

 Blogs 0.318 -0.020*** -0.253** 0.100 0.260 0.101 -0.329 

Product Perception       

 Good Value 0.111 -0.281*** -0.320** -0.298*** 0.184 -0.656*** 0.304 

 New/Innovative 0.391** 0.505*** 0.667*** 0.153 0.753*** 0.439*** 1.314***

Alternative Activities       

 Weekly Work -0.001 0.001 -0.001 0.003** -0.011* -0.006 -0.003 

 Weekly Television 0.005 -0.003 -0.007* 0.000 -0.006 0.002 -0.010 

 The variable Online Deferred Payment was not included in Model 1 because it is assumes that the user has made an online 

purchase. The variable Credit Card was only used in Model 1 because there were an insignificant number of users in the dataset 

who lacked a credit card . 

 These variables were not included when the data were partitioned by gender and/or income.  

*  0.01 < p value ≤ 0.05,  

**  0.001 < p value ≤ 0.01,  

*** p value ≤ 0.001  
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Abstract 

The present research was conducted in a bank in Tehran, Iran, in 2009/2010.  This report is the outcome of a 
field research, which aimed to determine the quality of services offered by Sepah Bank, and also to study the 
relationship between the service quality, satisfaction and loyalty. In this research, the service quality standard 
model has been used for evaluation of service quality, Gremler and Brown (1996) model with some revision was 
used for evaluating the loyalty, and the instrument offered by Bitner and Hubbert (1994) was used for evaluation 
of customer satisfaction. The focus of this research is a Sepah Bank branch around Fatemi St., Tehran, Iran, and 
147 customers of this bank were sampled. The results of this research show that in all aspects, customers’ 
expectation, are higher than their perceptions of the Bank’s operation, and in fact the quality of offered services 
is low. Besides, this research findings show that the customer satisfaction plays the role of a mediator in the 
effects of service quality on service loyalty. These findings are further explored.  

Keywords: Service quality, SERVQUAL, Satisfaction, Service loyalty 

1. Introduction 
The relationship between service behavior and service quality has proven its role and importance in 
management/marketing (Valarie et al., 1996; Heskett & Sasser, 2010; Hutchinsona et al., 2009). The concepts of 
service quality and service satisfaction have been highly considered and used in marketing texts and activities, 
during previous decades. Marketing researchers have praised the advantages of satisfaction and quality, and have 
mentioned them as indices of an organization competitive benefit (Ruyter, 1997). On the other hand, service 
loyalty is one of the most important structures in service marketing, due to its final effect on customers’ repeated 
purchases, and in fact, those loyal customers who purchase repeatedly are considered as the base of any business 
(Caruana, 2002). Although these concepts have been used so many times in the marketing literature, but the 
relations between these three concepts still remain ambiguous. Therefore, this research intends to study the 
relation of these three concepts.  

1.1 SERVICE QUALITY 
The fact that the perceived quality of the product is becoming the most important competition factor in business 
world has been the reason of naming the present business era as “Quality Era” (Peeler, 1996). Consequently, 
service marketing intellectuals and researchers have offered several metaphors of this issue. For example, Berry 
(cited in Kandampully, 1998, p 423) calls it the most powerful competition weapon and Clow (1993) calls it the 
organization’s life-giving blood.  

Quality is a multi-dimensional phenomenon. Thus, reaching the service quality without distinguishing the 
important aspects of quality is impossible. In his discussion of service quality, Gronroos (2000) refers to three 
dimensions of output technical quality, service performance quality, and organization’s mental picture. Also, 
Lehtinen and Lehtinen (cited in Harrison, 2000) have referred to dimensions of physical quality, interactive 
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quality, and organizational quality as three dimensions of service quality. Although these attempts have had a 
major role in division of service quality into process quality and output quality, but they lack enough details. On 
this basis, Zeithaml et al. (1996) have referred to ten dimensions of service quality in their primary researches. 
But, in their further researches, they found a strong correlation among those dimensions. Thus, they combined 
these dimensions and applied the fivefold dimension of Reliability, Responsiveness, Assurance, Empathy and 
Tangibles as a basis for making a tool for testing the service quality, known as SERVQUAL. In their researches, 
they emphasize that SERVQUAL is a lasting and reliable scale of service quality (Parasuraman et al., 1994). 
They also said that this tool is applicable in an extensive spectrum of service domains such as financial 
institutions, libraries, hotels, medical centers and…, although some of its components should be rephrased, or 
more components should be added to it. Many researchers have tried to use this tool in different service domains 
(see table 1).  

Services are increasingly becoming a larger portion of many organizations’ regionally, nationally, and globally 
and are considered as a tool for revenue streams. Today’s knowledge intensive services businesses require 
reliable methods of measurement, assessment, and improvement (Spohrer & Maglio, 2008). Service quality is 
determined by calculating the difference between two scores where better service quality results in a smaller gap 
(Landrum, et al., 2008). Johnston, et al. (1997) did comprehensive empirical experiments on service quality 
dimensions offered by Parasuraman, et al. (1985 & 1988) in ten service organizations in England. At first, they 
presented a list of 12 factors, and then with more researches done, they offered a list of 18 factors. In addition, 
many researchers have presented different models for testing the quality of banking services, by inspiring from 
SERVQUAL model. 

Avkiran (1994) has introduced a model consisting of four dimensions (personnel’s contact, reliability, 
communication, and access to services), and seventeen components. Also, considering the difference between 
Islamic banking and Usury banking in nature, Othman & Own (2001) have offered a model called CARTER, 
consisting of Complaint, Assurance, Reliability, Tangibles, Empathy, and Responsiveness which includes 34 
components. 

1.2 CUSTOMER SATISFACTION 

Customer satisfaction is a key factor in formation of customer’s desires for future purchase (Mittal & Kamakura, 
2001). Furthermore, the satisfied customers will probably talk to others about their good experiences. This fact, 
especially in the Middle Eastern cultures, where the social life has been shaped in a way that social 
communication with other people enhances the society, is more important (Jamal & Naser, 2002). Although 
satisfaction has been defined as the difference between expectation and performance, but there are differences 
between quality and satisfaction. For example, Parasuraman et al. (1991) say that satisfaction is a decision made 
after experience while quality is not the same. On the other hand, in satisfaction literature, expectations for goods 
is “would”, while in service quality literature, expectations for goods is “should”. 

Cadotte & Turgeon (1988) have introduced another group of factors known as neutral factors. Besides, Liljander 
& Strandvik (1993) say that experience is not needed for evaluating service quality, and service can be evaluated 
on the basis of the knowledge about service provider, while satisfaction is an inner view, resulted from 
customer’s own experience from the service. Finally, several researches have been done on the relation between 
service quality and satisfaction: findings of some of these researches show that satisfaction results in service 
quality (Parasuraman et al., 1988). Also, the research conducted by Sureshchandar et al. (2002) shows that, there 
is a two-way relation between satisfaction and service quality. 

1.3 SERVICE LOYALTY 

Many service organizations have developed customer loyalty programs as a part of relations development 
activities. Customer loyalty is a complicated concept. Oxford Dictionary defines loyalty as a state of true to 
allegiance. But the mere repeated purchase by customers has been mixed with the above mentioned definition of 
loyalty. In service domain, loyalty has been defined in an extensive form as “observed behaviors” (Bloemer et al., 
1999). Caruana (2002) argues that behavior is a full expression of loyalty to the brand and not just thoughts.  

However, behavior standards (such as repeated purchase) have been criticized, due to the lack of a conceptual 
basis of a dynamic process (Caruana, 2002). For example, the low frequency of repeated purchase of a special 
service may be resulted from different situation factors, such as non-availability or absence of a provider. 
According to this point of view, loyal behavior cannot offer a comprehensive conception of fundamental causes 
of loyalty. Additionally, repetition may be due to different restrictions resulted from the market. Consequently, 
the loyalty of this type of customers mainly differs from the loyalty of those customers who seriously support a 
product, and do have psychological bond with a product and a company. Therefore, customer’s loyalty was 
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considered as an attitudinal structure. For example, this issue appears in the tendency to advise the service offer 
to other customers. Finally, in addition to behavioral and attitudinal approaches, another approach to customer’s 
loyalty, called cognitive approach, was introduced. The operational definition of this approach often refers to the 
first product or service which comes to the mind of a person, while making decision for purchase. Meanwhile, in 
their definition of this approach, Ostrowski et al. (1993) and Bloemer (1999) refer to the first product or service 
that a person chooses among products and services.  

1.4 REVIEW OF SOME ACCOMPLISHED STUDIES 

Despite the importance of service quality, so far a few researches have been done in this field in Iran, but 
numerous researches have been accomplished outside Iran. At least 293 important articles have been written 
from 1976 to 1995 on service quality. Meanwhile, if we consider articles in which service quality forms a part of 
the article, this number will be 4000 articles. These numbers clearly show the importance of service quality, and 
the researchers’ attentions to this topic (Philip & Hazlett, 1997). 

(1) Bloemer, et al. (1998) have presented a model to show how the mental picture, service quality, and customer 
satisfaction influence customer loyalty. Findings of this research show that the mental picture indirectly and 
through service quality, influences loyalty. On the other hand, service quality influences loyalty both directly and 
indirectly (through satisfaction). Besides, this research showed that the reliability and position in the market are 
relatively important stimulants affecting the loyalty to bank services. 
(2) On the relationship between customer satisfaction, service quality and service loyalty in Malta’s banks, 
Caruana (2002) concluded that customer satisfaction plays a mediator role in the effect of service quality on 
service loyalty. In fact, service quality affects service loyalty through customer satisfaction. In addition, results 
of this research show that service quality is an important gateway to customer satisfaction, and explains 53% of 
the variance.  
(3) Yongyui (2003) has presented a model for the relationship between service quality and bank’s reputation. 
According to the findings of this research, the fivefold dimensions of service quality have direct effect on the 
bank’s reputation. In addition, on the basis of this research’s findings, the bank’s reputation plays an important 
role in determination of purchase, repeated purchase, and customer loyalty. This issue has much more 
importance in banking industry, because service quality cannot be accurately evaluated before purchasing. 
(4) On customers’ abandonment behavior in America’s banks, Chakravarty (2003) found that there is a 
meaningful negative relation among service quality dimensions, responsiveness, empathy, and reliability, with 
customer’s tendency to abandon the bank. This study in India’s banks show that the concept of service quality in 
developing countries is a multi-dimensional structure, and in fact the results clearly show that SERVQUAL 
model provides more evaluating information in relation with service quality gaps, than SERVPERF scale. 
1.5 The conceptual model of the research 

The following conceptual model has been used in this article.  

 

 

 

 

 

Research Conceptual model 

From the above mentioned model the following main hypothesis are developed: 

H1- Perceived service quality is positively associated with customer satisfaction. 

H2- Perceived service quality is positively associated with customer loyalty. 

H3- Customer satisfaction is positively associated with customer loyalty. 

H4- Customer satisfaction mediates the relationship between perceived service quality and customer loyalty.  

1.6 Research questions  

This article attends to find answers to the following questions: 

(1) Is there any meaningful difference between customers’ expectations and their perception about Sepah Bank 
performance? 
(2) What is the relation between three concepts of service quality, customer satisfaction and loyalty? 

Perceived Services Quality 
 Reliability 
 Responsiveness 
 Assurance 
 Empathy 
 Tangibles 

Customer 
Satisfaction

Customer 
Loyalty 
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(3) What is the relation between five dimensions of service quality, satisfaction and loyalty? 
(4) What is the relation between resulted and processed dimensions of satisfaction and loyalty? 
2. Research Methodology 
The objective of this research is to clarify the relationship between three variables of service quality, customer 
satisfaction, and customer loyalty and to describe the understudy conditions and phenomena, in order to better 
understanding of present conditions, and helping the decision making process. This research can be categorized 
as descriptive research based on the method of obtaining the considered data. Since these data are made for 
studying the distribution of statistical population characteristics through sampling of population, this research is 
a survey done on the basis of cross sectional method. 

2.1 Information gathering tool 

Based on the literature review and the research design, a questionnaire was prepared consisting of five sections, 
which the first part was on specifications of the respondent, second part on the fivefold dimensions preference, 
third part for evaluation of expectations, fourth part for evaluating Bank Sepah’s performance from customers 
view, and finally the fifth part including questions related to customers loyalty and satisfaction. In this research, 
SERVQUAL has been used for designing questions related to service quality, Gremler and Brown’s tool (1996) 
for evaluating the loyalty, and for customer satisfaction evaluation, a tool offered by Bitner and Hubbert (1994) 
has been used. The above mentioned tools have been used in many researches conducted on service quality, thus 
these tools can be considered highly reliable. 

To test the evaluating tool reliability, the designed questionnaire was at first distributed between about 26 
customers of the bank, and was analyzed after being collected. The results of the primary sample show that 
Cronbach alpha (α) index is 0.94, indicating high reliability. 

2.2 Statistical population and sample 

The statistical population of this research is customers of a Sepah Bank branch in Tehran, Iran. Since the 
statistical population was unlimited, therefore the following formula was used to get the size of the sample: 

        Z2 α /2 δ
2 

n= --------------- 

          E ² 

The variance of the obtained answers from the primary sample was 880.87, and by putting it in the above 
mentioned formula, the reliability level (α) was 95 percent, and estimate accuracy (E) was 5, and the sample size 
was 136. But since there was a probability that some of questionnaire would not be returned, 250 questionnaires 
were distributed, which finally 147 questionnaires were collected and analyzed. 

3. Data Analysis 
At first, descriptive statistics (results have been shown in table 2) was used to study the characteristics of 
statistical sample, and perceptive statistics (pair student T test, Spearman correlation index, Beta (ß) meaningful 
level test in linear regression and…) was used for analyzing the questionnaires. 

Question 1: Is there any meaningful difference between customer’s expectations and their perception about 
Sepah Bank performance in each of the fivefold dimension, and in total? 

As shown in table 2, the respondents’ expectations in all fivefold dimensions, and in total, is more than Bank’s 
performance in one dimension. Since these means are merely related to the mentioned sample, we have done the 
T test to study the meaningful explanation of their difference. The results of T test have been brought about in 
pair, in table 3. Considering the fact that the meaningfulness level in all dimensions is less than 0.05 of error 
level (and even 0.01), zero premises (there is no meaningful difference between expectation and performance) 
are failed. In other words, there is a meaningful difference between customer’s expectation and the Bank’s 
performance in each of dimensions separately and totally, and customer’s expectation in all cases is more than 
Bank’s performance. Thus, it can be said that the service quality is low, totally, and each of the discussed 
dimensions. 

Question 2: What is the relation between three concepts of service quality, customer’s satisfaction and loyalty? 
To do this, following three regression models should be tested: 

(1) Mediator variable regression (customer satisfaction) on independent variable (service quality): in this test, 
satisfaction will be considered as dependent variable, and service quality as independent variable. 
(2) Dependent variable regression (loyalty) on independent variable (service quality): In this test, loyalty will be 
considered as dependent variable, and service quality as in dependent variable. 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

                                                          ISSN 1913-9004   E-ISSN 1913-9012 76

(3) Dependent variable regression (service loyalty) on independent variable (service quality), and mediator 
variable (customer satisfaction): Table 4 shows that in this test, loyalty is considered as dependent variable, and 
service quality and satisfaction as independent variable. 
As shown in table 4, for the first model, R² = 0.43 was obtained, and it can be said that 43 percent of the 
dependent variable changes is explained by the model. In the second model (table 9), R² = 0.458 was obtained, 
thus almost 45 percent of the dependent variable changes is shown by the model. As shown, R² = 0.80 was 
obtained in the third model, and it can be considered that 80 percent of the dependent variable changes is 
explained by the model, in other words, a very high percentage of dependent variable changes are identified by 
the mentioned model. As a result, customer satisfaction partially mediates the relationship between service 
quality and customer loyalty. 

Now, the question is that is there any linear relation between the variable pair understudy in the model? To 
answer this question, single factor variance analysis test (ANOVA) is used. Data mentioned in table 4 shows: 

First model: Considering the test statistic F = 112.67 and also zero meaningfulness level of the test, it can be 
concluded that there is a meaningful linear relation between the two variables. 

Second model: The test statistic, F = 122.41 and test meaningfulness level is zero. Therefore, since the 
meaningfulness level is less than error level, zero assumption is denied, and the relation between the two 
variables is meaningful. 

Third model: The test statistic F = 292.56 and test meaningfulness level is zero. This means that the zero 
assumption in 0.05 level is denied, in other words, there is a meaningful linear relation between dependent 
variable (Y) and at least one of the independent variables. 

Therefore, it can be said that although both variables have a meaningful linear relation with the loyalty variable, 
but the satisfaction variable has a stronger relation with loyalty. Considering the positive sign of Beta index, this 
relation is in one direction, and loyalty is increased considerably with the increase of satisfaction. 

In general, considering the applied models, the third model is better, since the determination index in this model 
is a higher figure compared with other models. Although the determination index in the second model is close to 
the third one, but compared with the third model, it is less appropriate, since one of the independent variables has 
been ignored in this model. 

Question 3: What is the relation between five dimensions of service quality, satisfaction and loyalty? 

This part will study the relation of each one of service quality dimensions with satisfaction and loyalty. To study 
the amount of the relation between each one f service quality dimensions with satisfaction and loyalty, Pearson 
correlation index is used. In tables 5 and 6, the correlation indices of satisfaction and loyalty have been 
calculated with five dimensions. Considering the first column in both tables, it can be said that all variables have 
a meaningful linear relation with satisfaction variable, as well as loyalty (meaningfulness level in all cases is less 
than the error level), and the highest relation is between empathy variable with satisfaction and loyalty. The 
positive sign of correlation indices shows direct relation of variables, so that in all five dimensions, with the 
increase of service quality, satisfaction and loyalty will be increased. 

Question 4: What is the relation between resulted and processed dimensions, satisfaction and loyalty? 

The fivefold dimensions of service quality can be considered from another point of view. In fact, they can be 
divided into two more general categories of resulted and processed. The resulted dimension includes reliability 
dimension, and the processed dimension includes other dimensions (tangibles, responsiveness, assurance, and 
empathy). Now, the question to be answered is which dimension is more important in attracting customer’s 
satisfaction and loyalty? For his reason, Pearson correlation index is used. 

Table 7 and 8 show the correlation indices of satisfaction and loyalty variables with resulted and processed 
dimensions. This tables show that the two variables have a positive meaningful linear relation with satisfaction 
and loyalty variables, so that the higher service quality in each of the dimensions, the more satisfaction and 
loyalty. 

But in both cases, the processed dimensions have more correlation with satisfaction and loyalty. Therefore, 
although the result of service received by customers may not be appropriate, but it does not mean that customers 
consider service quality totally weak. On the other hand, high correlation between the processed dimension and 
satisfaction and loyalty shows that service challenges have played a more important role in customer’s 
assessment from service quality. Thus, the process of service offer is a good opportunity for increasing the 
service quality in the view of customers. 
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4. Conclusion 
The results of this research show that in all fivefold dimensions of service quality and also in total, customers’ 
expectations are beyond their perceptions of the bank performance. In fact, findings of this research show that 
although in all fivefold dimensions of service quality Sepah Bank’s performance has been higher than average 
limit, but its service quality does not satisfy customers’ expectations. 

Also, it was expected that service quality would be one of the determinants of satisfaction and loyalty. In fact, 
nearly 43 percent of customer’s satisfaction change is explained by service quality. On the other hand, service 
quality has a direct relation with loyalty, and nearly 45 percent of loyalty changes can be explained by service 
quality changes. Another point is that if the satisfaction variable enters the model, the resulted determination 
index will be higher in figure than other cases (0.803). This figure means that nearly 80 percent of loyalty 
changes can be explained by satisfaction and service quality, although satisfaction plays a more important role in 
this relation.  

In addition, findings of this research show that there is a positive and meaningful relation among all fivefold 
dimensions of service quality with satisfaction and loyalty, which in both cases assurance and tangibles have the 
most and the least relation with satisfaction and loyalty. In other words, it sees that tangibles can be considered 
as health factors, and assurance as motivational factor. In addition, the fivefold dimensions of service quality can 
be observed from another point of view. In fact, these dimensions can be divided into two more general 
dimensions of resulted and processed. The resulted dimension includes reliability dimension, and the processed 
dimension includes other dimensions (tangibles, responsiveness, assurance, and empathy). Findings of this part 
too, show that both resulted and processed dimensions have a positive and meaningful relation with satisfaction 
and loyalty. But the important point is that there is significant relation between the processed dimensions and 
satisfaction and loyalty.  

This point is important because although the final output may not satisfy customer’s satisfaction, but it does not 
necessarily mean customer’s dissatisfaction. In fact, service encounter plays an important role in customer’s 
satisfaction and loyalty. Considering the above mentioned findings, the Bank’s manager should try to gradually 
reduce the gaps in the first step, and should attempt to make this gap positive, and to surpass customers’ 
expectations, in the next step. 

5. Limitation 
This research was conducted in one branch of Sepah Bank, thus may not be generalizable to other branches. 
Therefore, more branches need to be investigated. It is also suggested that other related factors of service quality 
such as internal marketing, HR, organizational behavior and leadership to be included in the future researches.      
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Table 1. Examples of SERVQUAL application in different service domains 

Field        some accomplished researches 

Professional services     Bojanic(1991),Carman, James (2000) 

Medical services      Swartz & Brown (1989); Lam (1997) 

Tourism       Tribe & Snaith (1998); Atilgan, et al. (2003) 

Libraries       Nitecki (1996); Coleman, et al. (1997) 

Information systems     Kettinger & Lee (1994) 

Banks        Madhukar G. Angur, et al. (1993) 

Restaurants and hotels     Min, Hokey, et al. (2002) 

Government services     Mike Donnelly, et al. (1995) 

Educational centers (universities and …)  Pariseau, Susan E., Mc Daniel, J.R 

Adapted from (Stewart, 1999) 
 
Table 2. Descriptive statistics results 
Characteristics Description               Quantity        Percentage 

     Male          116        79 
Gender 

     Female         31        21 

     Up to 30 years        17        12 
Age     31 to 40 years       112        76 
     41 to 50 years        18        12 

     Diploma and below      100        63 
     Associate         21        14 

Education    Bachelor         28        19 
     Master and above         6         4 

     Up to 7 years        38        26 
Activity background  8 to 11 years          22        15 
With Bank Sepah   12 to 15 years        54        37 
     More than 16 years             24        16 

     Interest-free savings   71        48 
     Current interest-free    123        84 

Account type   Short-term deposit        43        29 
     Long-term deposit        25        17 

     Credits         10         7 

 

Table 3. Pair samples test for service quality dimensions 

Pair Differences 
 

Calculated t P- Value   Test 
Result 

Dimensions Difference of  
Expectation & 
Performance  

Standard 
Deviation    

Distance of difference 
(95%) 

Lower 
Limit  

Upper level 

Empathy -1.84            1.28       1.64    2.05       17.48         0.00      Supported 

Reliability -1.42            1.19       1.22    1.61       14.38         0.00      Supported 

Responsiveness - 1.21           1.29       1.00    1.42       11.40         0.00      Supported 

Assurance       -1.40            1.20       1.20    1.59       14.04 0.00      Supported 

Tangibles -1.27            1.32       1.05    1.48       11.69         0.00      Supported 

Total -1.42            1.00       1.26     1.58      17.17         0.00      Supported 
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Table 4. Regression equations results of relation between 

Dependent variable    Customer satisfaction Loyalty  Loyalty 

         R²       0.437     0.458     0.803 

         F   112.667 ***  122.410 *** 292.563 *** 

Beta: Service quality       0.661 ***     0.667 ***     0.159 *** 

Beta: Customer satisfaction       0.783 *** 

 

Table 5. Pearson correlation index test results between fivefold dimensions of Service quality and Satisfaction 

Service quality 
Dimensions 

Correlation Index 
 

P-Value Test Result  

Empathy 0.324 0.000 Supported 

Reliability 0.437 0.000 Supported 

Responsiveness 0.559 0.000 Supported 

Assurance 0.719 0.000 Supported 

Tangibles 0.604 0.000 Supported 

 

Table 6. Pearson correlation index test results between fivefold dimensions of Service quality and loyalty 

Service quality 
Dimensions 

Correlation 
Index 

P-Value Test Result 

Empathy 0.344 0.000 Supported 

Reliability 0.453 0.000 Supported 

Responsiveness 0.578 0.000 Supported 

Assurance 0.737 0.000 Supported 

Tangibles 0.596 0.000 Supported 

 

Table 7. Pearson correlation index test results between fivefold dimensions of Service quality and satisfaction 

Service quality 
Dimensions 

Pearson 
Correlation 
Index 

P-Value Test Result 

Resulted Dimension 0.437 0.000 Supported 

Processed Dimension 0.704 0.000 Supported 

 
Table 8. Pearson correlation index test results between fivefold dimensions of Service quality and loyalty 

Service quality 
Dimensions 

Pearson 
Correlation 
Index 

P-Value Test Result 

Resulted Dimension 0.453 0.000 Supported 

Processed Dimension 0.704 0.000 Supported 
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Abstract  

An intensely competitive world forces organizations to act ever more quickly. To enhance their capability to 
respond to change, organizations should seek to identify what are their core competencies and the competitive 
advantages which are their keys to success. The term “organizational learning” has become a term of interest to 
many academics and practitioners because this represents the organization’s ability to change. Simultaneously, 
organizations have to consider the cultural context in environments in which they act. This paper assesses the 
relationship between national culture and learning capabilities of a sample of organizations in Cambodia. The 
survey questionnaire, which received 417 responses, related to national culture and organizational learning. The 
study found that national culture had strong relationships with learning capabilities of organizations in Cambodia. 
The paper concludes by following some recommendations for Cambodian organizations to take into 
consideration to strengthen their levels of performance. 

Keywords: Cambodia, Empirical assessment, Learning capability, National culture, Relationship 

1. Introduction 

In Cambodian culture, the individual from the age of a child is not encouraged to ask a lot of questions since it is 
considered to be impolite and annoying for adults (Pearson, 2006). The teachers are supposed to know all and 
the students know nothing. This is clearly related to the long-term suppression of the interests of the peasant 
classes both in terms of economic activities (e.g. Scott, 1976: 195-6) and through the production of cultural 
values such as chbap poetry, which stresses the importance of following the wisdom of the state as manifested 
through religious and societal norms (cf. Chandler, 1996). As Althusser might have observed, both repressive 
and ideological state apparatus have been mobilized to reinforce these messages (Althusser, 2001, pp.85-127). 

Pearson (2006) observed that, in Cambodian culture, the primary purpose of learning is to be able to ‘do’ 
something, so learning is viewed as the acquisition of tools and techniques in a classroom or workshop setting. 
Learning is the responsibility of the teacher, not the student. She found that everyone in Cambodia over 25 years 
of age experienced a didactic teaching methodology which actively suppressed independent and analytical 
thinking. This means that if someone can not answer the question will lead to ‘loss of face’, so questions (and 
especially ‘why?’) tend to be viewed as something negative, rather than helpful. It is different from much of 
Western culture where the children are encouraged to ask and do whatever they are curious to learn and to do.  

In relation to this aspect of Cambodian culture, it is interesting to observe closely individual practices in the 
organization. Each organization is unique, varying not only in the quantity, quality and types of resources 
deployed and in the outputs produced, but also in its culture (Ferguson & Ferguson, 2000). One interesting area 
to study concerning the organization in Cambodia relates to the nature of organizational learning, since 
Cambodia has emerged from periods of genocide and command economy which all but destroyed all Cambodian 
institutions. This paper aims to determine whether culture has a close relationship with the learning performance 
of organizations in Cambodia. Moreover, it is believed that the performance of the organization depends on how 
it learns from its individual staff because an “organization is a group of people acting to achieve particular 
outcomes” (ibid: 16). In other words, if the staff (or human resources) cannot contribute to organizational 
learning, then the organization seems to be doomed in Cambodia. 
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2. Literature Review 

2.1. What Is Culture? 

Although culture is a concept familiar to most people, it is difficult to specify exactly what it means. For 
example, two anthropologists (Kroeber & Kluckhohn, 1952) catalogued 164 separate and distinct definitions of 
the word ‘culture’. This issue is further complicated by the fact that the word ‘culture’ has several quite different 
meanings. It can refer to a shared, commonly-held body of general beliefs and values that define what is right for 
one group (Kluckhohn & Strodtbeck, 1961; Lane & Distefano, 1988), or to socially elitist concepts, including 
refinement of mind, tastes and manners (Heller, 1988). 

The word ‘culture’ apparently originates with the Latin cultura, which can be translated as a cult or a concept 
related to worship. Cult members embed the ways of doing things that is supernaturally mandated into the 
culture they develop. According to Terpstra and David (1985: 5), “Culture is a learned, shared, compelling, 
interrelated set of symbols whose meaning provides a set of orientations for members of a society. These 
orientations, taken together, provide solutions to problems that all societies must solve if they are to remain 
viable.” This definition is used in the current paper. 

2.2. Cambodia’s Cultural Values 

Cambodia has undergone various political changes and societal structures since the end of the colonial period. 
Since the Khmer Rouge period in particular (1975-9), the images used to describe Cambodia now generally 
involve mass suffering, refugees dependent on handouts for survival, victims of bombings and mines, corruption 
and the land of ‘Killing Fields’ and the ‘Khmer Rouge genocide.’ This is very problematic both for the 
Cambodians wishing to establish businesses in their own country and in overseas interests wishing to establish 
organizations within the country. Not only are there the problems of lack of business infrastructure but there are 
many deeper and often unstated problems of the trauma suffered by Cambodians and the damage inflicted upon 
Cambodian cultural values. Cambodia has been constructed under various values such as: 

-  From Brahmanism to Buddhism: Brahmanism was dominant in Cambodia until the sixth century CE until it 
was gradually replaced by Theravada Buddhism (Steinberg, 1959). Although Buddhism is now considered to be 
the religion of all ethnic Khmers, this is a Buddhism that is thoroughly intermingled with pre-existing animist 
and Brahmanistic practices and concepts. The two traditions vary in important ways: the spread of Buddhist 
ideology progresses through written scriptures and the formal organization of the Sangha, while animism spreads 
informally and orally on a face-to-face basis. Further, Buddhism appears to be part of a much more gentle 
tradition compared with what has been described as “… a basis for elite megalomania” associated with 
Brahmanism (Bit, 1991). 

- Patriarchies: in common with most cultures, Khmer society is patriarchal in nature (Ledgerwood, 1995). While 
there is some flexibility in practice in society, there remain quite strong gendered distinctions concerning 
domestic labour both within and outside the house. In Khmer village life, men perform the external chores 
related to agriculture (e.g. fishing, ploughing, threshing rice, repairing tools, caring for cattle and livestock), 
while women took care of shopping and food preparation, child and elderly care, maintaining the house and 
caring for household vegetable plots. While men worked as bread-winners by working outside the house, it is the 
women who actually kept the money and purchased daily items in markets. Men are considered to be the heads 
of their households.  

- Post-colonial period: the colonial period bound much more tightly the emergent Cambodian plantation 
economy into international market relationships and caused Cambodian (and indeed migrant Chinese and 
Vietnamese) workers to become part of the global division of labour and network of productions (Slocomb, 
2007). The French colonial period (1863-1954) was ended with the defeat at Dien Bien Phu and evacuation of 
remaining French forces from the Indochinese region; Cambodia was placed under the control of King Norodom 
Sihanouk. The French period had featured institutional development in terms of ecclesiastical bureaucracies, 
systematic governance procedures and boundary determination but little took place to promote for Khmer people 
the educational and medical systems, nor to develop the infrastructure for national purposes. 

- Post communist: after a lengthy and depressing history of war with neighbouring countries, civil war, a 
genocidal regime with the installment of communist system, Cambodia under the Khmer Rouge adopted the 
Maoist version of Russian Marxist-Leninism and this was in time supplanted by Vietnamese communism after 
the 1979 invasion. The upheavals that took place during this period turned Khmer society upside down and led to 
unparalleled misery and destruction (Chandler, 2005).  
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- Rice growing country: agricultural activities remain concentrated on subsistence rice growing with one harvest 
a year and agricultural methods that are largely traditional. This is a totally different lifestyle from those of the 
people living in the cities (Rigg, 1997: 155-69). Urban people are more individualist-oriented because they left 
from home in the early morning to go to their workplace and came back in the evening. Everyone focused on her 
or his own activities. Sometimes they did not know their neighbours since they did not have any time to 
communicate with each other. 

- Multi-cultural influences: the indigenous people of Cambodia are the Khmer - the so-called ‘true’ Cambodians 
– who comprise 85-90 percent of the total population and speak a language unrelated to the other major 
languages of the region (i.e. Thai, Laotian and Vietnamese). The largest ethnic minority population is the 
Vietnamese, whose numbers range between 500,000 and a million. However, those numbers are hotly contested 
for political reasons concerning representation, taxation and so forth. 

- Changes in Cambodian culture: the cultural drift of Cambodia towards paternalism, autocratic rule and 
ritualistic behavior, most noticeable in the centuries of direct Indian influence, set the course for succeeding 
cultural development. The changes had the outcome of intensifying a sense of insecurity among a population 
under foreign control and encouraging a further retreat into a fantasy view of past cultural achievements. On a 
more positive side, aspects of the culture received the first exposure to a modernizing process and resulted in 
new agricultural developments, public works, schools, and the scholarly revelations of a cultural history. 
Nevertheless, longstanding prejudices against people with disabilities, for example, tend to keep them 
marginalized from mainstream activities (see e.g. Gartrell, 2010). A similar situation exists for people from 
ethnic minorities for whom Khmer is a second language and so they face particular problems in joining the 
community and labour force (Gregerson, 2009). 

2.3. Concept of Organizational Learning 

The term ‘learning organization’ is often used interchangeably with the term ‘organizational learning.’ However, 
there are differences, notably that organizational learning describes certain types of activity that take place in an 
organization while a learning organization is a particular type of organization in and of itself (Tsang, 1997). The 
difference is that between ‘becoming’ and ‘being.’ Organizational learning is a process by which organizations 
can become learning organizations through promoting learning in a conscious, systematic, inclusive and 
synergistic fashion. 

The concept of a learning organization is defined by Garvin (1998) as ‘an organization skilled at creating, 
acquiring and transferring knowledge, and at modifying its behaviour to reflect new knowledge and insights; and 
by Pedler, Burgoyne and Boydell (1997) as ‘an organization that facilitates the learning of all its members and 
consciously transforms itself and its context. These definitions recognize that a learning organization involves 
two key elements. First, the organization must be effective at gathering and creating relevant knowledge, storing 
it for future use, and disseminating it through the hierarchy, engaging everyone in the process of learning. 
Second, the organization must be able to evaluate the worth of that knowledge and be prepared to act on it, as 
appropriate, to stimulate and guide change. This second aspect of learning is important: the benefits of 
knowledge can only be realized when used effectively to inform and direct the organization’s behaviour 
(Ferguson & Ferguson., 2000: 216). A learning organization is, therefore, more than an organization with a 
distinctive capability related to learning. It is one in which learning is endemic and one that can evaluate the 
worth of the knowledge it has created, draw out its implications and capitalize on it to influence its path. A 
learning organization is an organization skilled at creating, acquiring and transferring knowledge and at 
modifying behaviour to reflect new knowledge and insights (Garvin, 1993). Fundamentally, it is one which can 
be identified, diagnosed and replicated or created along systematic and scientific lines (Salisbury, 2010). 
However, some recent strands of thinking about the subject reject the original linear approach of Senge and seek 
to replace it with generative complexity approaches (Jörg, 2010). 

Why should there be learning organizations? Why do we need them? There are at least two interrelated reasons 
(Hitt, 1995). Revans (1982) argued that learning must exceed environmental change or else the organization may 
shrivel and die. Second, there is the quest for excellence. Stakeholders are motivated and inspired by the search 
for improvement and this, itself, is necessary for survival for organizations that do not evolve will also face the 
threat of destruction. As economies move towards knowledge intensive industries as a means of achieving and 
sustaining competitiveness, the need for organizations to learn also intensifies (Liao et al., 2010; Stancu and 
Balu, 2009). 

To evaluate learning abilities in organizations, Alas and Sharifi (2002) grouped indicators of organizational 
learning through cluster analysis. This resulted in two clusters, the cluster of individual learning and the second 
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the cluster collective learning. Individual learning requires that people should be motivated to take initiative and 
make changes in their own working patterns, as well as being aware of the vision and goals of the organization 
involved (ibid.). Collective learning, on the other hand, involves staff willing to work together to improve 
connectivity and interactive relations. Instead of using the term ‘collective learning,’ this study uses “team/group 
learning” because it explains the meaning of the term more clearly. 

The literature on Cambodian culture (as for the cultures of other countries) indicates certain specific features 
which are pertinent to Khmer society. These would not be applicable to all other societies. Hence, it is 
reasonable to assume that models concerning how to build learning organizations would need to be adapted to 
some extent by their application in Cambodia. The relevant ways in which this might be manifested concern the 
relationships between national cultural values, individual learning abilities and team learning abilities. It is the 
interrelationship between these variables that are used as the hypotheses examining the research questions in this 
paper. 

3. Methodology 

This section discusses the methodology used to conduct data collection and data analysis. This study uses a mix 
of exploratory and formal methods suitable for answering research questions which are considered to be 
descriptive hypotheses (Cooper & Schindler, 2006). It is based on both primary and secondary data sources. 
Before conducting the primary data collection, it was necessary to conduct secondary data collection which 
involves a literature review on theories and concepts as well as past research studies, and to get a clear problem 
statement of the topic of investigation. The secondary data of this research were collected from journal 
publications, reports from the United Nations (UN), non-governmental organizations (NGOs) and donor 
agencies, books, internet, research papers, theses, conference and other sources of information. The quantitative 
research methods and interview questions were used to collect primary data. In-depth interviews were conducted 
randomly among managers in order to explore the current situations of the organizations. Survey research was 
employed to generate data from the primary source which was all employees of all organizations throughout the 
country. Since the population of the study is large, the authors decided to restrict the survey to employees whose 
workplaces were located in Phnom Penh, the capital city of Cambodia. 

The literature review led to the conceptual framework where the independent variable is national culture, and 
individual learning and team learning (which are the items of learning capabilities) are the dependent variables. 
This study proposes hypotheses, which are also presented in null format: 

Ho1a: National culture variable does not have a significant relationship with the individual learning variable. 

Ho1b: National culture variable does not have a significant relationship with the team learning variable. 

Ho2: There is no significant relationship between the individual learning variable and the team learning variable. 

The structured questionnaire were distributed to more than 2,000 people working in private organizations and 
NGOs located in Phnom Penh and the number of completed and returned questionnaires was 417. Inspection of 
completed questionnaires suggested there were no insuperable problems with non-respondent bias. The data 
were analyzed by hypothesis testing by SPSS analysis using tools such as descriptive statistics, chi-square tests, 
factor analysis and regression. The reliability of questionnaire responses, calculated by Cronbach’s Alpha, was 
0.895, which is above the acceptable value of 0.70 (Zikmund, 2000). The respondents were from 18 international 
NGOs (INGOs), 8 local NGOs (LNGOs), four private organizations and one multinational corporation (MNC).  

Various assumptions have been made about the statistical analysis and the data gathered. Investigation of the 
data did not reveal any systematic asymmetric bias and it is known that techniques such as factor analysis, 
correlation and linear techniques demonstrate a robust nature under such circumstances (Vasu, 1979). Plot 
analysis of predictor variables further alleviated concerns about homoscedasticity. Testing for the presence of 
multicollinearity involved examination of 1 – r2 (in which the latter is the measure of regressions against all 
other independent variables). The tolerance level (selected arbitrarily but conventionally at 0.20) was not 
violated. Further tests were taken to ensure that the quality of data and analysis were as high quality as might be 
reasonably expected. 

Factor analysis can be a powerful tool for content validity in addition to data reduction. The strategy in this case 
was to formulate an exploratory model (principal components with varimax rotation) so as to facilitate 
interpretation and to help in interpreting scale validity of the constructs produced (Desselle, 2005). 

4. Analysis of Findings 

The questionnaire was answered by 417 respondents, of whom 144 (34.5%) were Cambodian, 19 (4.6%) Asian, 
20 (4.8%) Australian, 46 (11.0%) American, 72 (17.3%) European and 116 (27.8%) wished not to tell their 
nationality.  
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The majority of leaders were Cambodian (33.1%) followed by European (16.5%), American (16.1%), Australian 
(4.3%), and Asian (3.8%). The remaining 26.1% did not answer the question, perhaps because some respondents 
might not know the exact nationality of their leader and some ignored this question.  

The majority of superiors, 247, were Cambodian (59.2%), 34 European (8.2%), 23 American (5.5%), 7 
Australian (1.7%), 5 Asian (1.2%), 2 African (0.5%) and 99 respondents did not answer the question for 
unknown reasons. 

The study found that 49 respondents answered that their organization did not have any other offices; 33 gave the 
answer of one office; 29 said 2-5 offices; 6-9 offices for 12 respondents; 10 and more offices for 33 respondents 
and 261 did not answer. The non-responses for this answer might be because respondents did not belong to an 
international organization. 

The number of offices of local organizations was divided into four rankings: 33.1% had 1 office; 11.0% 
answered 2–5 offices; 2.6% said 6–9 offices; 2.2% said their organizations had 10 and more offices spread 
around the country; 51.1% declined to give an answer. 

It was found that there were 213 men, 193 women and 11 respondents who preferred not to be identified. The 
majority of respondents were aged from 21–30 years (67.6%), followed by those aged 31–40 years (20.4%); 
41–50 years (6.2%); 51–60 years (1.9%); less than 20 years (0.7%); over 60 years (0.2%) and 2.9% did not 
answer. The result showed that there were 283 respondents (67.9%) with an undergraduate degree; 72 
respondents (17.3%) held a graduate degree; 22 respondents (5.3%) had high school education followed by 12 
(2.9%) with lower secondary education; 7 respondents (1.7%) had passed through vocational school; 2 (0.5%) 
had doctoral degrees and 1 (0.2%) had only primary school education. 18 respondents (4.3%) did not provide an 
answer. The position of respondents was divided into 5 groups: there were 6 directors (1.4%), 51 managers 
(12.2%), 27 supervisors (6.5%), 289 general staff (69.3%), 28 other positions (6.7%), and 16 no answer. The 
majority of the respondents had 3.1–5 years working experience (39.1%) followed by 1.1–3 years (26.1%), 5.1–7 
years (8.2%), over 10 years (7.9%), fewer than 1 or 1 year (7.2%), 7.1–10 years (7.0%), and no answer of 4.6%. 
The experience of respondents in their current organization was 3.1–5 years experience (30.9%), followed by 
fewer than 1 or 1 year (30.2%), 1.1–3 years (28.3%), 7.1–10 years (2.6%), 5.1–7 years (2.2%), over 10 years 
(1.2%) and 4.6% did not respond. 

4.1. Constructs 

 National culture was constructed by 10 questions where the average result of X = 3.53, SD = 1.03. The score 
fell in the range 3.41 – 4.20, which leads to the conclusion that national culture influenced the learning in the 
organization. Among the 10 variables, the respondents strongly agreed that “learning is believed to be very 
important in their culture” with X = 4.43, SD = 0.69. 

 Individual learning: Respondents agreed with individual learning in every aspect with the overall score ( X  = 
3.65, SD = 0.926) where the respondents agreed to all the factors except for a neutral response to question C-7, 
which stated that people are rewarded for learning ( X  = 3.03, SD = 1.164). 

 Team learning: Respondents agreed with team learning in every aspect with the overall score ( X  = 3.61, SD 
= 0.816), in that the respondents agreed with all the factors except for a neutral response to question D-5, which 
stated that teams/groups are rewarded for their achievements as a team/group ( X  = 3.27, SD = 0.993). 

Factor analysis was used in order to reduce the number of components of each variable. All items were factor 
analyzed using principal component analysis method followed by Varimax rotation. 

- National culture variable is composed of 4 factors named (1) importance of learning, (2) face saving and long 
term relationship, (3) favour wealth rather than education, and (4) do not favour change. 

- Individual learning variable is composed of three factors, namely (1) rewards and supports for learning 
individually, (2) employee development and sharing to learn individually, and (3) employee relationship. 

- The Team learning variable was composed of one factor named team/group learning. 

The regression method was used in order to test between the interval variables in order to evaluate the null 
hypotheses, which can be rejected when the significance level of 0.05 is reached.  

Prior to hypothesis testing and according to statistical principles, it was decided to factor analyze all variables, 
which produced the following results: 

National culture 

Thirteen variables concerning national culture were reduced to four components. 
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- Importance of learning results from the following statements: “learning is believed to be very important; males 
and females have equal opportunity to receive education; and young people are encouraged to challenge senior 
people;” 

- Face saving and long term relationship results from the following statements “ teacher/instructor is the one we 
should show respect to rather than challenging them with questions; face saving is very important; people 
believe in long-term relationships;” 

- Favour wealth rather than education results from the following statements “people are encouraged to share 
knowledge; people value rich people more than educated people;” 

- Disfavour change results from the following statements “change initiatives are viewed as inappropriate; senior 
people are believed to have more knowledge and skills relative to their juniors.” 

Individual learning 

Thirteen variables concerning individual learning resulted in three components. 

- Rewards and supports for learning individually is summarized from the following statements: “in my 
organization, people can get money and other resources to support their learning; in my organization, people are 
given time to support learning; in my organization, people are rewarded for learning; in my organization, people 
give open and honest feedback to each other;” 

- Employee development and sharing to learn individually is summarized from the following statements “in my 
organization, people openly discuss mistakes in order to learn from them; in my organization, people identify 
skills they need for future work tasks; in my organization, people help each other learn; in my organization, 
people listen to others’ views before speaking;” 

- Employee relationship is summarized from the following statements “in my organization, people are 
encouraged to ask ‘why’ regardless of rank; in my organization, whenever people state their view, they also ask 
what others think; in my organization, people treat each other with respect; in my organization, people spend 
time building trust with each other.” 

Team learning 

Six questions in team learning were reduced to only one component which is named team learning.  

After factor analysis of all variables, a regression technique was utilized to test the relationship among the 
variables. The result showed that national culture is not related to individual learning but it is related to 
team/group learning (Tables 1.1 and 1.2). This result is different from what had been anticipated. 

4.2. Hypothesis 1 

The national culture (importance of learning, face saving and long-term relationship, favour wealth rather than 
education) did not affect individual learning because all factors had significance levels above 0.05. The model 
summary represented the strength relationship (R = 0.104(a)) between national culture and individual learning as 
being very low. The ANOVA tests the acceptability of the hypothesis from the statistical perspective and it was 
found that the significance value of the F statistic is 2.404 and Sig is 0.122(a) which is higher than the 
significance level of 0.05. From this it is concluded that no relationship between national culture and individual 
learning has been identified. 

The national culture (importance of learning, face saving and long-term relationship, favour wealth rather than 
education) affected the organizational culture because all factors had significance levels below 0.05. The model 
summary represented the strength relationship (R = 0.276(a)) between national culture and individual learning as 
being very high. The ANOVA table tests the acceptability of the hypothesis from the statistical perspective and it 
was found that the significance value of the F statistic is 18.976 and Sig is 0.000(a), which is less than the 
significance level of 0.05. The null hypothesis (Ho1b) was thereby rejected. So it is concluded that there is a 
relationship between national culture and team learning. 

4.3. Hypothesis 2 

Hypothesis 2 (H2): there is a significant relationship between individual learning and team learning. 

Null Hypothesis 2 (Ho2): there is no significant relationship between individual learning and team learning. 

Individual learning (rewards and support for learning, employee development and sharing and employee 
relationship) affected team/group learning because all factors had significance of less than 0.05. The model 
summary represented the strength relationship (R = 0.673(a)) between organizational culture and teams/group 
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learning as being very high. The ANOVA table tests the acceptability of the hypothesis from the statistical 
perspective and it was found that the significance value of the F statistic is 204.297 and Sig is 0.000(a), which is 
less than the significance level of 0.05. The null hypothesis (Ho2) was rejected. Thus it could be concluded that 
there is a relationship between individual learning and team/group learning.  

5. Conclusion and Discussion 

The researchers expected that there would be strong relationships between national culture and individual 
learning. In Cambodian culture, people were taught to be obedient and polite and to be followers rather than 
leaders. However, the results observed might be caused by the presence of a group of young respondents with 
high levels of education. Their behaviour may have changed over time and they may have different ways of 
looking at their own culture since they were trying to adjust to the competitive world by capturing new 
knowledge and skills perceived as important and appropriate. Argyris (1990) warns that culture can either block 
learning and change or it can stimulate learning; this study revealed that national culture did not support 
individual learning. In this regard, it is noted that the methodology employed seemed to represent a useful and 
helpful means of investigating the research question. Factor analysis, when employed prudently, can be a 
powerful investigative tool for content validity verification and also for interpretation of otherwise complex data 
sets and interactions. 

The second hypothesis was also supported. There was a significant relationship between individual learning and 
team/group learning. This means that the result is uniform with the expectations of the researchers. It is assumed 
that organizations are composed of groups of individuals. Once each individual staff member of the organization 
is rewarded and supported for their learning behaviour, they tend to have a stronger career and skill development. 
At the same time, they seem to have good relationship toward each other which creates a favourable 
knowledge-sharing and learning environment. Reward structures and schemes certainly make a difference by 
affecting motivations and hence shaping employees’ learning orientation and the amount of effective learning 
that take place. Various studies point to the importance of crafting flexible and creative rewards for learning, and 
offering a mix of monetary and non-monetary rewards to cater for individual needs and performance (Pedler, 
Burgoyne, and Boydell, 1997). Some interviewees claimed that their organizations have policies to increase the 
salary for the staff who could achieve their performance and learning expectations. They further argued that most 
staff were happy and were willing to learn and share their knowledge with other staff. They seemed to have good 
relationships with each other and this contradicts the idea that sharing is bad because another person might learn 
their duty and then supplant them. 

Challenging, questioning and holding dissenting views are discouraged, conflict is seen as bad and loss of face is 
to be avoided at all costs. This is uniform with the uncertainty avoidance aspect of Geert Hofstede (1991). In this 
kind of society, people will learn to repeat what is believed to be appropriate and will not try to do anything 
different. This leads to low levels of creativity and learning. This concept is not only promoted by Buddhism but 
it is believed also to have a Confucian influence. Confucianism arrived in Cambodia via Chinese migrants and 
has had a strong impact on the behaviour of some individuals. According to Chang (2007: 190), Confucianism 
had previously discouraged people from taking up professions like business and engineering as well as 
developing creativity and entrepreneurships. However, some historians raised positive aspects of Confucianist 
cultural values such as “thrift, investment, hard work, education, organization, and discipline.” This is indicated 
by the huge economic development in China, Hong Kong, Japan, Singapore, Korea, Taiwan and so on where 
Confucianism was practiced. Society is pluralistic. 

Some 90% of Cambodian people work in rice production and have faced the stereotyped accusation of being 
lazy but Chang (2007), argued that people in East Asia in the past lived comparatively comfortable lives based 
on fertilized land and favourable weather. Today, where globalization and economic crisis affect every part of 
the globe, while climate change is increasingly causing natural disasters in the region, East Asian people have 
tended to work harder and to become more long-term oriented than their counterparts in the West. The 
accusation of laziness is revealed as false as people work hard when given an incentive to do so since economic 
development affects culture more than the other way round. It is shown, for example, that Cambodian migrants 
work harder and are more successful when they stay in a society where there is intensive competition to survive. 

This research generally supports the view that progress toward the learning organization paradigm is incremental 
and long-term, rather than being an overnight metamorphosis. The findings, consistent with research findings in 
different contexts, support this observation, by pointing to sketchy patterns of progress vis-à-vis different 
dimensions of the construct. Learning should not be left to chance or overlooked but rather valued and integrated 
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into the organization and the work life of the employee. The process has to be constantly reinvigorated and 
reinforced with respect to different learning organization dimensions and considered more of a journey. 

6. Recommendations 

After analyzing the results of the study, recommendations will be suggested at three different levels: 

6.1. Individual Level 

Each individual staff member in the organization is an important asset for success because they are equipped of 
with organizational tacit and explicit knowledge. Each employee is recommended to: 

- Be open to new culture other than their own as their own, which instructs them to be a follower rather than a 
leader. In Cambodian culture, challenging questions and raising questions during meeting or to senior people are 
viewed as inappropriate and impolite forms of behaviour. Thus, this cultural value should be left behind because 
it could block the learning capability of each individual. 

- Be ready to learn: learning could be done formally and informally. Employees could have new knowledge 
from sharing discussions in formal or in non-formal meetings, via the intranet, from attending training, seminars, 
conferences or workshops. They could learn in group or individually. Hence, continuous learning and learning 
behaviour are crucial to prepare the organization for becoming a learning organization. 

- Be ready to accept changes: change is the first way to improve the current situation of the organization. Change 
should be viewed positively. 

6.2. Organizational Level  

In addition to individuals contributing to preparation towards becoming a learning organization, greater attention 
should be given to organizational culture and to creating a strong feeling of solidarity. It is to be noted that 
leadership commitment is very important. If the leader is not willing to strengthen the learning capability of the 
organization, all initiatives are likely to fail. 

In order to obtain ideas from the grass-roots level, managers should encourage direct communications between 
the highest and lowest levels of organizations, delegate authority to lower levels in organizations and create an 
atmosphere where people are not afraid to make mistakes. Peoples’ well-being should be emphasized more and 
their good performance rewarded. In such conditions, people tend to be proud of their organization and 
concentrate more on the goals of the organization than on their own needs. 

Most organizations in Cambodia follow traditional bureaucratic structures, focusing on orderliness and vertical 
lines of communications. Today, many managers realize that orderliness is not sufficient even though it may 
remain necessary. It is apparent that an organizational structure must be designed for both stability and flexibility. 
The learning organization should incorporate both dimensions by establishing dynamic networks within the 
vertical structure. This should help foster a participative decision making culture amongst the employees. 

Apart from this investment in software, the leader should consider hardware investment such as workplace 
design and technology (internet and intranet installation). This investment is necessary for knowledge sharing 
among staff members both inside and outside the organization. 

To promote the values and goals of the organization through an informal structure, managers can organize 
out-of-work activities and encourage people to get to know each other’s personal lives and activities. It gives 
people a better understanding of how to communicate with each other and a willingness to discuss important 
matters with each other. They also then tend to help each other in job-related problems. 

A learning and reward policy should be initiated in order to enable and encourage employees to obtain 
continuous learning. At the same time, it is necessary to have a performance measurement system such as the 
balanced scorecard approach because it is designed to pull people towards the overall vision. However, it is not 
recommended to use only one measurement technique because no single measure can provide a clear 
performance target. 

In term of gender disparity, female employees should be encouraged to voice their ideas in any strategic 
planning and should to be considered as potential members of the management team. Both masculine and 
feminine values have a great deal to offer and, by extension, both women and men have something to learn from 
working together. 

The results of the current research support the developmental view of organizational learning that there should 
be more time set aside in order to develop relationships, which is a necessary basis for organizational learning. 
At the same time, it is not guaranteed that at some stage every organization will turn into a learning organization; 
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it depends on various characteristics and factors. Among these, one that is particularly important is the personnel 
policy of the organization. This policy should enable the organization to retain highly skilled specialists for a 
longer period in the organization, keep their level of creativity and activity high and convince them of the need 
to cooperate with other members of the organization. 

6.3. National Level 

At the national level, it is the task of the government to take action in order to prepare itself to foster a learning 
society. The government should provide proper public services, in particular educational services in both the 
formal and informal sectors. Citizens are supposed to have the right to free basic education until high school 
level. This is not the case for the Cambodian people because public education is very poor in quality and also 
high in quantity. For example, in a classroom in the city, there are over or about 100 students and most of them 
are thereby unable to concentrate on the lecture in the classroom. It is necessary for pupils to take out of school 
tutorial classes which are very costly just so they can receive the mandated education. Only children from 
medium and high class families can of course afford these private tutorial classes. On the other hand, in rural 
areas, there is a lack of teachers. A teacher sometimes single-handedly managers classes from grade 1 to 6 at 
primary school level. It is very difficult for pupils to learn well in such an environment. 

Moreover, the government does not have any schools for students who wish to study outside regular hours 
because of poor infrastructure. Most schools both in urban and rural areas do not have electricity. For this reason 
and because of safety issues, the government does not have a policy to provide night time schooling. Apart from 
electricity, some schools do not have proper toilets and this limits the number of female students. Some female 
students cannot go to school because they do not feel secure. The government’s task is to provide proper 
facilities to ease the learning of each citizen.  Cambodian culture tends to give more favour to men rather than 
women. The government should take serious initiative to involve women in societal development because 
excluding them is a waste of precious assets and qualified labour.  
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Abstract 

On the basis of broad literature and data, this paper elaborates the connotation of the risks of social security fund 
entering security market. We analyze risks facing social security fund entering security market in China from two 
perspectives: external environment of China’s capital market and internal operation of social security fund. And 
then we propose corresponding policy countermeasures to risks prevention appropriately.  

Keywords: Social Security Fund, Enter Security Market, Risks Control 

Preface  

Along with the reform of social security system, different types of social security funds are emerging in China, 
whose balance is increasing as well. Forecasted by World Bank, the total amount of China’s social security fund 
will reach $ 1.8 trillion in 2030, becoming the third social security fund in the world. Various social security 
funds are willing to invest by entering security market in order to maintain the original value or gain. Moreover, 
capital market also needs organization investors like social security fund to stabilize market. At present, Chinese 
academe seldom study the risks problems of social security fund entering security market systematically and 
comprehensively. Therefore, we shall analyze risks facing social security fund entering security market in China 
from two perspectives: external environment of China’s capital market and internal operation of social security 
fund. Then we propose corresponding policy countermeasures to risks prevention appropriately and actively 
explore effective countermeasures to risks prevention, which makes practical and instructive sense.  

1. Social Security Fund Entering Security Market and Connotation of the Risks 

1.1 Concept of Social Security Fund Entering Security Market 

Social security fund entering security market is a narrow concept in this paper. In capital market social security 
fund is used to buy debenture, financial bond and stock except national debt. In the past, China’s social security 
fund was only invested in bank deposit and national debt, while its entering security market predicates further 
enlarging of investment scope. Along with the development of market economy, especially social security 
financing mode of entire- or partial fund’s accumulation are established in more and more countries and whole 
market system, including capital market, grows strongly, diversified investment operation of social security fund 
becomes necessary.  

1.2 Connotation of Risks of Social Security Fund Entering Security Market 

The risks of social security fund entering security market mean, during the process of investment operation of 
social security fund entering capital market, due to external economic environment, internal management, 
supervision and unsure changing of other factors, the real income of social security fund is different from 
anticipated income, which causes the possibility of loss.  

2. Analysis on Risks of Social Security Fund Entering Security Market 

Next we are going to analyze risks facing social security fund entering security market in China from two 
perspectives: external environment of China’s capital market and internal operation of social security fund. 

2.1 External Overall Risks 

Generally speaking, the effective operation of social security fund has objective requirements to security market, 
which represents as: large capacity of security market and high quality of listed companies, governmental 
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appropriate interference and good system of laws and regulations, alternative and diversified investment tools, 
especially reasonable tools for risks prevention. However, mechanism construction of China’s security market 
which started in 1990s is imperfect yet, without a set of comparatively steady mechanism platform, therefore, as 
an organization investor, social security fund necessarily confronts a series of risks problems when entering 
capital market.  

2.1.1 Systematic Risks of Market Entry 

Systematic risks are also called market risks, which refer to those influencing all investors. These risks are 
usually unavoidable and eliminated. The analysis on external systematic risks facing social security fund 
entering market not only rests on capital market, but also on possible losses caused by macroeconomic 
fluctuation, macroeconomic policy change, etc. Therefore, systematic risks consist of policy and law risks, 
buying power risks, interest rate risks and so on. Statistic data show: The systematic risk of Shanghai Stock 
Exchange in China is around 2/3, and 1/3 of non-systematic risks. The high systematic risks of China’s security 
market can be reflected by high hand change rate and Price/earnings. Hereinafter Table 1 and 2 show the 
situation of hand change rate and Price/earnings in China’s stock market in recent years. However, in 2002, the 
hand change rate of New York Stock Market in U.S.A is just 67.1%, and Tokyo 49.6%, Toronto 36.7%, Sydney 
53.8%, Hong Kong 57.9%, Singapore 32.8%, so obviously the one in China is far higher than average level of 
that in other countries.  

The high Price/earnings of China attributes to governmental guidance in stock market, so the price of share is not 
determined by market value rule. Exorbitant Price/earnings indicates the price of share greatly deviates from its 
real value, which results in market bubble. Therefore, portfolio technique should be applied to the investment of 
China’s social security fund so as to prevent non-systematic risks, and much more systematic risks in the baffling 
capital market.  

2.1.2 Non-Systematic Risks Facing Market Entry 

Non-systematic risks refer to the risks facing the security invested in certain industry or company, which are 
caused by a particular factor directly. Generally speaking, they should be dispersible. But current China just has 
single investment object, it is hard to decentralize risks by portfolio. The overall quality of China’s listed 
companies is low. Many listed companies slide down after entering market and some even lose, so they are 
worthless for investment, which increases the investment risks of social security fund.  

2.1.3 Other External Risks Facing Market Entry 

Next we shall analyze the risks of social security fund caused by unreasonable security market structure, policy 
risks and law risks of that.  

(1) Risks Caused by Unreasonable Capital Market Structure 

Besides systematic and non-systematic risks, unreasonable capital market structure also can bring risks problems 
for China’s social security fund entering market. One unreasonable structure represents as so few investment 
variety. At present, national debt and circulating Share A are the only choices for social security fund to invest in 
China’s security market. On the other hand, corporation debt hasn’t been developed well and transaction of 
money market tools develops slowly in recent years. The balance of corporation debt just accounts for 1% of 
GDP in China, while high to 30-40% in U.S.A and even 6.89% in Thailand with least developed corporation debt 
in 2004.  

(2) Policy Risks 

Firstly, stock policy risks too much attribute to powerful administration. An effective market has to necessarily 
be a high marketization. Secondly, policy changing brings risks. As part of social economic life, social security 
fund entering market must be influenced by governmental economic policy and politics. So they have to notice 
the potential risks caused by policy changing. Inappropriate policy interference will not benefit market rules, so 
that market can’t effectively distribute resources. And the living environment of social security fund will become 
even hard.  

(3) Law Risks 

When laws or regulations on security market and fund management are not definite or without test, economic 
subjects probably encounter risks. Economic subjects might break or disobey laws, regulations, rules, 
conventions or ethic standards, which may result in loss of gain or capital. The law risks of social security fund 
entering market mainly come from the following two aspects. Firstly, it is lack of well-established law and 
regulation system for social security fund investing. Well-established law and regulation system, including 
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restriction, rule and mechanism restriction and discipline management, is the premise of investment operation of 
social security fund. The law and regulation system for social security fund investing in China has not been 
formed properly. Secondly, it is lack of relevant laws for social security fund. Owing to the characteristics of 
social security fund, the relevant laws are still trivial and non-systematic and need a great deal of corresponding 
laws and regulations to supplement. Under this situation, the “rule of man” convention left by planned economy 
hasn’t been eliminated completely. Many established laws are never carried out. All these factors bring unsure 
law risks to social security fund for its investment in security market.  

2.2 Operation Risks of Social Security Fund 

The operation of social security fund also will bring risks besides the above described external risks. They 
represent as the following two aspects. 

2.2.1 Multi-Level Agency Relationship Resulting in Agency Risks 

The investment operation of social security fund has extended and multi-level agency relationship. First, 
basically social security fund belongs to labors, so the management organizations of social security fund do 
financing on behalf of labors. Thus it is the first layer of agency relationship which is between labors and 
management organizations. Second, most management organizations consign fund companies to invest, so the 
ownership and management of social security fund are separated. At this time, management organizations are 
principals, and fund companies are agents. Thus it is the second layer of agency relationship. Certainly, there is 
also another agency relationship inside Fund Company, i.e. professional directors being consigned by 
shareholders to manage the companies. When principals have different targets from those of agents, agency risks 
should not be ignored.  

2.2.2 Operation Risks of Fund Companies 

Operation risks are caused by imperfect or problematic internal program, staff, system and external matters. 
Usually speaking, compared to ordinary individual investors, fund companies have higher level of management, 
but not absolutely. China’s fund industry is still at developing stage, so managerial level of fund directors hasn’t 
been tested by market completely. Their own problems might produce risks for social security fund entering 
market. Some fund companies haven’t steadily built up business concepts of valuable investment and risks 
decentralization. Due to historical reasons, various dishonest behaviors from previous self-support to be the 
banker, centralized investment and associated trade, still exist to different extent. All these behaviors are harmful 
to the fluidity management of fund and risks control, and also difficult to adapt keen market competition. It is 
obvious that China’s social security fund entering market through fund companies can’t ensure to gain fixed 
income. If the managerial level and financing ability of fund directors don’t go further, they will bring operation 
risks too.  

3. Proposals on Risks Control of Social Security Fund Entering Market 

3.1 Standard Development of Capital Market and Promoting Quality of Listed Companies 

This is the most important part to prevent risks of China’s social security fund entering market. Standard 
operation is the basic guarantee of long-term and stable development of security market. The quality of listed 
companies directly influences the investment gain of China’s social security fund. Standard development of 
capital market needs: healthy, orderly and reasonable security issuance market, quality guarantee of listed 
companies, good information disclosure system, good capital market supervision system, strict punishment on 
insider trading of listed companies and on buying or helping others buy own stocks, and implementation of 
“delisting” system of listed companies. Especially we should actively us successful experiences and failing 
lessons of foreign stock market for reference and consider China’s current situation, so as to positively and safely 
solve share distribution problems and lower systematic risks of stock market. By property right reform, listed 
companies have to be based on laws to establish modern enterprise mechanism, consummate corporation 
management structure, promote corporation inherent quality, implant core competition of corporations and 
improve own sustainable development.  

3.2 Establish Healthy and Complete Supervision System of Social Security Fund Investing 

Operation supervision on social security fund investing is an important part of social security system. Its 
fundamental targets are to establish healthy and complete supervision mechanism and independent and efficient 
supervision system on investment operation of social security fund, to maintain safety of social security fund, to 
fulfill value-ensured and gains, and to further sustainable development of social security system.  

3.3 Consummate Laws and Regulations System on Social Security Fund Investing 

Firstly, external law system, including “Law of Finance”, “Law of Investment”, “Law of Trusteeship” and “Law 
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of Fund”, which can ensure effective running of financial market should be consummate, which makes 
significant sense to safe investing running of social security fund. Secondly, the establishment of “Law of Social 
Security” and “Law of Managing Social Security (Insurance) Fund” should be expedited. And basic fund 
managerial problems should be standardized to guarantee full pay of social security fund in time. Also illegal 
using of fund is forbidden. Thirdly, relevant single law has to be made according to different characteristics of 
social security fund. And professional managerial regulations of social security fund should be made as well. 
Thus we pay high attention to laws and put investing running of social security fund into laws scope, so that the 
fund could really step into standard operation and healthy development.  

3.4 Promote the Development of China Fund and Foster Fund Managers 

Under the background of China’s expediting developing organizational investors, managerial level of fund 
industry is directly related to risks control ability of China’s social security fund entering market. In order to 
entirely promote managerial ability on fund, marketing ability and customer service ability, the urgent affairs 
currently are to establish managerial structure of Fund Company based on requirements of modern enterprise, 
and to prevent “insider’s control”. At the same time, market function should be developed sufficiently. 
Competition will force fund companies to enhance internal management and focus on services to investors. They 
will emphasize on long-term market image and achieve business reputation in the market, in order to 
consummate capital market.  

3.5 Consummate and Regulate Current Information Disclosure System 

According to practical experiences all over the world, compelling information disclosure system is a 
fundamental construction of market, which is confirmed both theoretically and practically in recent years. Due to 
plenty of problems of information disclosure regulation in China, it is urgent to concentrate to consummate it. 
The information disclosure regulation system should be open and transparent, with detailed outline, clear on 
layers, easy to handle, fair implementation, in order to promote market efficiency and reduce unnecessary risk 
factors. Firstly, we should start from information source and make clear of duty and responsibility of every 
economic subject for information disclosure. Secondly, we have to enhance civil compensation liability taken by 
relevant persons. Thirdly, information disclosure should be in time, effective, and sufficient. And its content, 
format and standard must be unified and regulated. Lastly, we need to expedite the construction of actuarial, 
accounting and audit firms, risk rating companies and other agency organizations.  

4. Conclusion 

At present, China is on a key day of developing economy and society. The construction of healthy and complete 
social security system is an important part of reforming socialism economic system and of establishing socialism 
harmonious society. Social security fund entering market is the necessary choice of its sustainable running. 
However, risks prevention of social security fund entering market is a complex and systematic project. So we 
should consider China’s real situation to explore a long-effect system to benefit risks prevention of that. We also 
need to commit ourselves to consummate capital market per se, simultaneously, establish assistant measures 
relevant to social security fund entering market, which will certainly benefit our people.  
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Table 1. Hand Change Rate of Share A in China’s Stock Market, 1996—2003 (%) 

Year 1996 1997 1998 1999 2000 2001 2002 2003 

Shanghai 760. 05 534. 99 355. 3 421. 56 324. 26 235. 71 214. 00 250. 75 

Shenzhen 949.68 662.32 411.14 371.61 298.14 207.15 198.79 214.18 

Data Source: Almanac of China’s Finance and Banking (2000-2004) 
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Table 2. Average Price/earnings in China’s Stock Market, 1998—2003 (%) 

Year  1998 1999 2000 2001 2002 2003 

Shanghai  34.38 38.13 58. 22 37.71 34.43 36.54 

Shenzhen  32.31 37.56 56.03 39.79 36.97 36.19 

Data Source: Almanac of China’s Finance and Banking (2004) 

 

Table 3. Comparison between Stock Financing and Corporation Debt, 1998—2003 (Billion Yuan) 

Year 1998 1999 2000 2001 2002 2003 

Value of Stock Financing 80.36 89.74 154.10 118.21 77.98 82.31 

Value of Corporation Debt 14.89 15.8 0 8.30 14.70 32.50 35.80 

Data Source: Almanac of China’s Finance and Banking (2004) 
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Abstract 

This paper investigates the affects of personality traits on expatriate cross-cultural adjustment. Based on sample 
of 332 expatriates working in Malaysia, personality factor found to be a significant determinant of expatriate 
cross-cultural adjustment in international assignments. Specifically, the results of this study reveal that 
expatriates in Malaysia with greater agreeableness personality fared better in their general and interaction 
adjustment. Those with greater extraversion found to adjust better in general environment. Those with greater 
conscientiousness and openness to experience adjusted better to the work environment. The findings of this 
study contributes to the body of knowledge in the cross-cultural management field and have practical implication 
to expatriating firms especially in the area of selection and training of candidates for international assignments. 

Keywords: Personality, Cross-Cultural Adjustment, Expatriate 

1. Introduction 

The economic globalization has witnessed MNCs effort to increase their international activity and presence 
(Maertz, Hassan & Magnusson, 2009). This effort requires presence of globally competent workforce, and with 
it, the intensive use of expatriates. Expatriates identified as sojourner who leaves his or her country, under 
assignment, for business purpose, with the intent of eventual return (Aycan & Kanungo, 1997). Global 
Relocation Trends Survey (2008) conducted by GMAC Global Relocation Services reported that 67 per cent of 
companies have increased the size of their current international assignee population compared to 31 per cent in 
2004.   

The extensive use of expatriates, however, has created challenges for MNCs to manage expatriate assignments. 
This is because, firstly, the cost of sending expatriates and their families abroad are extremely high. For example, 
a three-year assignment for one expatriate estimated to cost approximately one million dollars (Allerton, 1997). 
Secondly, the rate of expatriate failure is alarming. A variety of studies examining the premature return of mostly 
American expatriates found that between 16 and 40 per cent of all assignment terminated early (Caligiuri, 1997). 
In addition to quantifiable cost, there are additional cost associated with lost business opportunities, reduced 
productivity, and damage corporate relationship that in the long run could cost the MNCs much more (Storti, 
2001). 

It is for these reasons that research on expatriate cross-cultural adjustment (CCA) has gained considerable 
attention (e.g., Tung, 1987; Black, Mendenhall, & Oddou, 1991; McEvoy & Parker, 1995; Black & Gregersen, 
1999; Shaffer, Harrison & Gilley, 1999; Takeuchi, Yun & Tesluk, 2002). Generally, the results of these studies 
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indicated that if expatriates do not adjust well to the host culture, they might depart prematurely (Tung, 1982; 
Black & Stephens, 1989; McEvoy & Parker, 1995). Others may remain in the assignment and demonstrate poor 
job performance due to dysfunctional adjustment (Kraimer, Wayne & Jaworski, 2001; Shaffer, Harrison, 
Gregeren, Black & Ferzandi, 2006).  

Research identifying the correlates/predictors of expatriate CCA found factors related to individual, job, 
organizational, and situational are important contributing elements (Black et al., 1991; Shaffer, Harrison & 
Gilley, 1999; Bhaskar-Shrinivas, Harrison, Shaffer & Luk, 2005). In this research realm, individual differences 
of personality trait appear to gained considerable attention (Caligiuri, 2000b; Ward, Leong & Low, 2004; Huang, 
Chi & Lawler, 2005; Swagler & Jome, 2005; Shaffer et al., 2006). Personality trait believed to be a reliable 
predictor of workplace behavior in the international setting similar to what has found in domestic research. The 
recent emergence of a unified, well-developed theory of personality, referred to as the Big Five Personality 
(Costa & McCrae, 1992) particularly has provided the opportunity to test the relationship between personality 
and expatriate CCA.  

This paper is concerned with how personality trait affects the CCA of expatriates assigned to Malaysia. Although 
a number of studies have been conducted on the relationship between personality and CCA (Caligiuri, 2000b; 
Ward et al., 2004; Huang et al., 2005; Swagler & Jome, 2005; Shaffer et al., 2006), it is still uncertain whether 
personality factor is the determinant of CCA. Moreover, in exception to Tahir and Ismail (2007), no study 
conducted in Malaysia. We believe that expatriate population in Malaysia is worth investigating, particularly 
because the country has become one of the preferred FDI destinations in the South East Asia region (MIDA, 
2009). This indicates that the country will have to face a continuous increase in number of expatriates admitted 
to various sectors of employment. There were 35,583 approved expatriate postings in Malaysia in year 2007 
alone (Malaysia, 2008). The growing trend in the number of expatriates and international assignments in 
Malaysia has heightened the need for research to understand how expatriates adapt and perform during their 
assignments in Malaysia. The purpose of this study therefore is to investigate how personality related to CCA of 
expatriates assigned to Malaysia. 

2. Literature Review 

2.1 Personality 

Personality defined as enduring emotional, interpersonal, experiential, attitudinal, and motivational style that 
explains individual’s behavior in different situations (McCrae & Costa, 1989). A review of the 
Industrial/Organizational psychology literature suggests that the sum of all personality characteristics can be 
categorize in five basic trait dimensions- extraversion, conscientiousness, agreeableness, openness to experience 
and neuroticism. These five trait dimensions subsequently labeled as the Big Five Personality (Hough, 1992; 
Digman, 1997).   

The first dimension, extraversion, has been related with heightened level of sociability. Individuals high on 
extraversion tend to like groups and gatherings, to be talkative and energetic and generally to be more active and 
assertive (Costa & McCrae, 1992). An extravert person considered sociable and outgoing with others (Huang et 
al., 2005). Conscientiousness dimension described as a form of conformity to rules and standards, and linked to 
traits like responsibility, organization, hard work, impulse control, and prudence (Barrick & Mount, 1991; Hogan 
& Ones, 1997). Individuals high on conscientiousness is also dependable and trustworthy (Costa & McCrae, 
1992). The third dimension, agreeableness has been associated with conformity with others and friendliness in 
the interpersonal setting (Hogan & Hogan, 1986; Digman, 1990). Individuals high on agreeableness tend to be 
more helpful and sympathetic towards others, as well as more trusting of the intentions of other people (Costa & 
McCrae, 1992). According to Laursen, Pulkkinen and Adams (2002), agreeableness trait related to higher levels 
of social compliance and self-control, and lower levels of aggression. The fourth dimension, openness to 
experience appears to be a personality trait that reflects individuals’ habitual willingness to try new ideas, 
tolerate ambiguity and dissonance, and generally be curious and eager to learn (Barrick & Mount, 1991). 
Individuals high on openness to experience tend to be open minded, original in thought, intelligent, imaginative, 
and non-judgmental. Finally, neuroticism personality is associated with lessened emotional control and stability 
(Mount & Barrick, 1995). Neurotic individuals tend to have relatively negative core self-evaluations, leading to 
emotional distress and associated behaviors (Rusting & Larsen, 1998). Neuroticism also related to a person’s 
general tendency to experience negative effects such as fear, sadness, embarrassment, anger, guilt, and disgust 
(Dalton & Wilson, 2000). 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

                                                          ISSN 1913-9004   E-ISSN 1913-9012 98

Albeit limited, the available studies have linked personality factor with various expatriate outcomes such CCA 
(Shaffer et al., 2006), job performance (Mol, Born, Willemsen & Van Der Molen, 2005) and premature return 
from assignment (e.g., Caligiuri, 2000a). 

2.2 Cross-Cultural Adjustment 

Cross-cultural adjustment conceptualized as the degree of psychological comfort an expatriate has with the 
various aspects of a host culture (Black & Stephens, 1989; Gregersen & Black, 1990). Three specific areas of 
CCA distinguished in the literature (Black & Stephens, 1989): Adjustment to (1) general environment (degree of 
comfort with general living conditions, such as climate, health facilities, and food); (2) interaction with host 
country nationals; and (3) work (performance standards, job, and supervisory responsibilities).  

Cross-cultural adjustment suggested as a key determinant of expatriate success in their international assignments. 
Past research indicated that CCA is a temporal and primary outcome in an expatriate’s assignment that would 
influence the development of secondary or more distal expatriate adjustment. Among the spillover effects of 
CCA are strain (e.g., Hechanova, Beehr & Christiansen, 2003), job satisfaction (e.g., Takeuchi, Yun, & Tesluk, 
2002), organizational commitment (e.g., Nauman, 1993; Shaffer & Harrison, 1998), job performance (e.g., Shay 
& Baack, 2006; Kim & Slocum, 2008), and premature return from assignment (e.g., Black & Stephens, 1989; 
Hechanova et al., 2003). 

2.3 Hypotheses Development 

Considerable research has indicated a relationship between personality factor and CCA (e.g., Ali, Van der Zee & 
Sanders, 2003; Ward et al., 2004; Huang et al., 2005; Swagler & Jome, 2005; Shaffer et al., 2006). In general, these 
results show that certain personality traits positively related to CCA. Emotional stability for instance positively 
related to psychological adjustment (Ali et al., 2003) and both the interaction and work adjustment (Shaffer et al., 
2006). Openness to experience predicted work adjustment (Shaffer et al., 2006) and, for expatriate spouses, related 
to psychological and socio-cultural adjustment (Ali et al., 2003). Extraversion, agreeableness and 
conscientiousness also positively relate to CCA (Searle & Ward, 1990; Shaffer et al., 2006), although do not 
always contribute to the same domains of CCA. For example, agreeableness predicted interaction adjustment, 
whereas extraversion and conscientiousness were more relevant to general adjustment (Shaffer et al., 2006).  

Drawing from the evolutionary personality psychology theory (Buss, 1991), the Big Five personality 
characteristics has been linked with universal adaptive mechanisms that allow individuals to adapt with and meet 
the demands of physical, social and cultural environments. These adaptive mechanisms include humans’ ability 
to learn hierarchies in society (Extroversion), “their willingness to cooperate (Agreeableness), their capacity for 
reliable work and enduring commitment (Conscientiousness), their ability to handle stress (Emotional Stability), 
and their propensity for innovation or astuteness in solving problems (Openness, Intellect)” (Buss, 1991, cited in 
Caligiuri, 2000a, p.71). Hence, individuals who possess the appropriate personality trait expected to adjust 
effectively to new cultural contexts abroad (Caligiuri, 2000a). Further, Leiba-O’Sullivan (1999) indicated that 
personality, as a stable disposition is a vital intercultural competency to facilitate individual adaptation to new 
cultural setting.  

Additionally, based on stress management theories of psychological stress (Cohen, 1988) perspective, since 
intercultural interactions involves a series of stress-provoking life changes that draw on adjustive resources and 
require coping responses; CCA, therefore, is conceptualized by successfully coping with change. Certain 
personality traits such as emotional stability, agreeableness and extraversion helps to negate psychological stress, 
thus leads to higher level of CCA (Black, 1990; Aryee et al., 1996; Wan, Hui & Tiang, 2003). Broadly, it can be 
conclude that the Big Five personality is a valid predictor of CCA. In order to establish the relationship between 
personality and CCA, we have decided to test the presumed relationship as follows: 

H1: There is a positive relationship between personality and cross-cultural adjustment. 

Specifically, (H1a) extraversion, (H1b) agreeableness, (H1c) conscientiousness, (H1d) openness to experience, 
and (H1e) emotional stability will relate positively to (i) general adjustment, (ii) interaction adjustment and (iii) 
work adjustment.  

3. Methodology 

3.1 Sample 

The participants in the study were expatriates currently working and residing in Malaysia. Various Directories of 
International Business Chamber of Commerce/Business Councils in Malaysia (e.g., Directory of The American 
Malaysian Chamber of Commerce) and Directory of Foreign Companies in Malaysia used as a sampling frame 
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of this study. Using the probability sampling technique of systematic sampling, a total of 500 mail and 500 
online questionnaires distributed to intended respondents. Of these, 339 questionnaires replied. The initial 
response rate was 34%, which is consistent with other typical response rates (20-30%) in most expatriate studies 
(e.g., Harrison & Shaffer, 2005). Out of 339, 7 were unusable responses, resulting in final sample of 332, 
representing a 33% return rate. The sample included 252 (75.9%) men and 80 (24.1%) women. Participants age 
included 122 (36.7%) between 42-52 and 103 (31.0%) between 31-41 years old. Participants marital status 
included 251 (75.6%) married and 54 (16.3%) unmarried. In terms of prior overseas experience, 251 (75.6) have 
previous international experience and 81 (24.4%) have no experience. Participants job status included 169 
(50.9%) in managerial position and 163 (49.1%) in non-managerial position. Participants education status 
included 119 (35.8%) with degree and 85 (25.6%) with masters degree. Distribution of sample by industry sector 
included 112 (33.7%) working in service sector, 109 (32.8%) in other sector and 84 (25.3%) in manufacturing. 
Participants length of stay in Malaysia ranged from 2 to 24 years (M=4.80, SD=3.40). Tenure with present 
organization ranged from 2 to 25 years (M=7.25, SD=4.45). The participants came from various countries with 
majority 51 (15.4%) are from India, 39 (11.7%) from UK, 32 (9.6%) from Australia, and 200 (63.3%) from some 
other 42 countries.  

3.2 Instrumentation 

Four background variables (i.e. gender, prior overseas experience, length of stay in Malaysia and language 
proficiency) identified as correlates of expatriate attitudes and behaviors controlled in this study (Hechanova et 
al., 2003; Shaffer & Harrison, 1998). This is to avoid the findings of this study from be spuriously attributed to 
various background characteristics. 

The independent variable, personality measured with the 44-item, self-reported Big Five Inventory (BFI) 
adopted from John and Srivastava (1999). The scale includes eight items for extraversion, nine for agreeableness, 
nine for conscientiousness, eight for neuroticism, and ten for openness to experience personality dimension. 
Sample item include “I see myself as someone who has an assertive personality” for extraversion; “I see myself 
as someone who is helpful and unselfish with others” for agreeableness; “I see myself as someone who is a 
reliable worker” for conscientiousness; “I see myself as someone who can be moody” for neuroticism; and “I see 
myself as someone who is original, comes up with new ideas” for openness to experience personality. 
Respondents were asked to use a seven-point Likert-type scale range from strongly disagree (1) to strongly agree 
(7) to indicate the extent to which each item describes their characteristic. Cronbach’s alpha for this scale was 
0.83 (John & Srivastava, 1999). 

The dependent variable, CCA measured with 14-item, self-reported Expatriate Adjustment Scale adopted from 
Black and Stephens (1989). Seven items assessed general adjustment (e.g. housing, food, and shopping); four 
items assessed interactions adjustment (e.g. socializing with people from the host culture); and three items 
assessed work adjustment (e.g. job responsibilities and performance standards/expectations). Respondents asked 
to use a seven-point Likert-type scale to indicate the extent to which each item indicates their adjustment to 
various living and working conditions in Malaysia. Response choice alternatives ranged from 1 (very unadjusted) 
to 7 (completely adjusted). Cronbach’s alphas for general adjustment, interactions adjustment, and work 
adjustment were 0.91, 0.82, and 0.86 respectively (Black & Stephens, 1989). 

4. Results 

Table 1 presents the means, standard deviations, reliability coefficients, and bivariate correlations among the 
study variables. Personality was positively related to CCA (r = 0.28, p<0.05). Correlations between dimensions 
of personality and dimensions of CCA reveal that agreeableness personality was correlated positively with 
general, interaction and work adjustment (r ranges from 0.18 to 0.21, all ps<0.05). Extraversion personality 
correlated positively with general (r =0.23, p<0.05) and interaction adjustment (r =0.11, p<0.05). 
Conscientiousness personality was correlated positively with general (r =0.13, p<0.05) and work adjustment (r 
=0.26, p<0.05).  Openness to experience personality was correlated positively with general, interaction and 
work adjustment (r ranges from 0.16 to 0.20, all ps<0.05). Emotional stability was correlated positively with 
general (r =0.16, p<0.05) and work adjustment (r =0.22, p<0.05) (opposite pole of neuroticism personality).  

H1 predicted that there is a positive relationship between personality and CCA. A hierarchical regression 
conducted to test the hypothesis (See Table 2). When the control variables were entered in the first step, the 
regression model was statistically significant, R2 = .167, Adjusted R2 = .157, F(4, 327) = 16.393, p < 0.05. 
Length of stay in Malaysia (β = .231) and language proficiency (β = .310) both ps <0.05 were positively related 
to CCA. When personality was added to the model in Step 2, the full model was statistically significant, R2 
= .240, Adjusted R2 = .228, F(5, 326) = 20.546, p < 0.05. Again, length of stay in Malaysia (β = .244) and 
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language proficiency (β = .292) both ps <0.05 were positively associated with CCA, indicating that those who 
had been in Malaysia for a longer period of time and proficient in language tended to have better CCA. 
Personality was statistically significant (β = .277, p < 0.05). This indicates that individuals with higher level of 
personality tended to have better CCA. This finding supports the hypothesis H1. In addition, the change in R2 
between Step 1 and Step 2 was significant (∆R2 =.073, p< 0.05) indicating that personality explains an additional 
7.3 per cent of the variance in CCA, even when the effects of the control variables are statistically controlled.  

To test the sub-hypotheses 1 it requires an examination on the relationship between dimensions of personality 
and dimensions of CCA. Again, a hierarchical regression analysis conducted (See Table 3). Agreeableness 
personality was positively associated with general (β = .112) and interaction adjustment (β = .160) both ps <0.05. 
This indicates that individuals with higher levels of agreeableness personality tended to have higher level of 
general and interaction adjustment. Extraversion personality was positively associated with general adjustment 
(β = .149, p < 0.05), indicating that higher the extraversion personality, higher the general adjustment will be. 
Conscientiousness (β = .137) and openness to experience personality (β = .145) both ps <0.05 were positively 
associated work adjustment, indicating that those higher in conscientiousness and openness personality tended to 
have higher level of work adjustment. These findings support hypothesis H1a (i), H1b (i), (ii), H1c (iii) and H1d 
(iii). 

The change in R2 between Step 1 and Step 2 was significant for all three dimensions of CCA, general (∆R2 

=.067), interaction (∆R2 =.041) and work adjustment (∆R2 =.093) all ps <0.05. This indicates that agreeableness, 
extraversion, conscientiousness, neuroticism, and openness to experience personality together explain an 
additional 6.7, 4.1, and 9.3 per cent of the variance in general, interaction, and work adjustment respectively, 
even when the effects of the control variables are statistically controlled.  

5. Discussion and Conclusion 

The purpose of this paper is to enhance our knowledge on the individual determinant of CCA among expatriates 
assigned to Malaysia. Specifically, this study explored the affects of personality trait on CCA. The results 
indicated that after accounting for control variables of gender, prior overseas experience, duration of stay in the 
host country and language fluency, personality trait significantly related to CCA. In this study, greater general 
adjustment among expatriates is associated with greater extraversion and agreeableness personality. Greater 
interaction adjustment related to being greater agreeableness while greater work adjustment related to greater 
conscientiousness and openness to experience personality. In general, the findings of the present study are 
consistent with results of prior studies (e.g., Caligiuri, 2000b; Ward et al., 2004; Huang et al., 2005; Swagler & 
Jome, 2005; Shaffer et al., 2006).  

The significant positive relationship found between extraversion personality and general adjustment implies that 
greater the extraversion personality, greater the general adjustment will be. The results of this study is in line 
with findings of Huang et al. (2005) that being gregarious, assertive, active and talkative (Barrett & 
Pietromonaco, 1997), extravert individuals will assert themselves to establish relationships with both host 
country nationals and other expatriates hence effectively learn the social culture of the host country. The cultural 
knowledge gained through the interaction process provides a framework for understanding and comparing 
different cultures (Johnson, Lenartowicz & Apud, 2006) and in turn, facilitate the general adjustment to the new 
cultural environment in Malaysia. Agreeableness personality found positively related to general and interaction 
adjustment, hence implies that greater the agreeableness personality, greater the general and interaction 
adjustment will be. Shaffer et al. (2006) argued that individuals high on agreeableness personality generally have 
the tendency to get along well with others in interpersonal settings, hence, facilitate effective communication and 
relationship with host country nationals and other expatriates. This in turn, should alleviate the stress associated 
with adapting to various aspects of the new cultural environment. As expected, conscientiousness personality 
found positively related to work adjustment. This implies that greater the conscientiousness personality, greater 
the work adjustment will be. Shaffer et al. (2006) contended that motivated to achieve, individual high on 
conscientiousness personality more likely to spend time on tasks and meet job expectations even in the face of 
obstacles or personal problems (Ones & Viswesvaran, 1997), hence such task-oriented behaviors may result in 
better work adjustment. In line with the prediction, openness to experience personality positively related to work 
adjustment. This implies that greater the openness personality, greater the work adjustment will be. According to 
Huang et al. (2005), individuals who defined as open to experience are generally open minded, curious, original 
in thought, intelligent, imaginative and non-judgmental (Mount & Barrick, 1995), hence they tend to be more 
curious and eager to learn to adapt to work and non-work related aspects in a new cultural environment in 
Malaysia. 
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Given these results, there are few implications for organizations and individuals considering international 
assignments. The significant positive relationship between personality and CCA suggest that personality is 
important stable intercultural competency in enhancing expatriate CCA (Leiba-O’Sullivan, 1999). Expatriating 
firms can consider the use of selection methods that include testing for personality traits of agreeableness, 
extraversion, conscientiousness, and openness to experience in finding prospective expatriates for international 
assignments. However, it is necessary to consider personality traits in relation to host country culture. The 
findings of this study have provided evidence that individuals high on agreeableness, extraversion, 
conscientiousness, and openness to experience personality adjust effectively to various aspects of new cultural 
environment when assigned to host culture predominantly collective in nature such as Malaysia (Hofstede, 1991). 
In addition to selection, cross-cultural training is also an available HR intervention to improve the likelihood of 
expatriate CCA. MNCs should think of selection based on personality as the precursor to cross-cultural training. 
That is, MNCs should identify those expatriate candidates with the requisite personality characteristics, and then 
offer cross-cultural training to those identified. Cross-cultural training may only be effective when the 
expatriates are predisposed to success in the first place.  

This study has certain limitations that provide venues for future research. First, CCA is not the only criterion for 
expatriate effectiveness. Other important criterion such as job performance, job satisfaction, organizational 
commitment, and turnover intention should also be included in the future study. Second, we acknowledge that 
some concerns might exist in that self-reported measures have social desirability and common method bias 
problem. Therefore, future research should include assessment from multiple sources including peers, 
subordinates, and superiors. Third, a cross-sectional study design restricts the ability to prove a cause-effect 
relationship. Future research should consider longitudinal study if replication of this study is to establish the 
predictive functions of personality trait over time and space. Third, this study did not consider the possible 
moderating effects of the contextual factors on the predictor-outcome relationships. Potential moderators such as 
cultural distance (i.e. home vs. host country), assignment type (e.g., managerial vs. non-managerial), assignment 
tenure and prior overseas experience may help to further enhance our understanding about the phenomenon 
under investigation.  
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Table 1. Descriptive statistics, reliability coefficients and correlations (N=332)  

 

 

 

 

 

 

 

 

Notes: *p < .05.  **p<.01   GA=general adjustment; IA=interaction adjustment; WA=work adjustment 

Coefficient alphas are presented along the diagonal  

 

Table 2. Results of the Hierarchical Regression Analysis with Personality as a Predictor of Cross-Cultural 

Adjustment (N=332) 

 

 

 

 

 

 
Note: Gender and prior experience are dummy-coded categorical variables.  

Step 1 R2 = .167, Adjusted R2 = .157, F(4, 327) = 16.393, p = .000; Step 2 R2 = .240, Adjusted R2 = .228, F(5, 326) = 20.546, p = .000, 

∆R2= .073, p= .000. 

 

Table 3. Results of the Hierarchical Regression Analysis between Dimensions of Personality and Dimensions of 
Cross-Cultural Adjustment (N=332) 

Variable         General          Interaction        Work 

Step 1 Step 2 Step 1 Step 2 Step 1 Step 2 
β (t) β (t) β (t) β (t) β (t) β (t) 

 
Gender 

 
-.004(-.084) 

 
.008(.147) 

 
.058(1.118) 

 
.067(1.276) 

 
.149(2.685)** 

 
.126(2.326)* 

Prior experience  -.031(-.576) -.089(-1.672) -.093(-1.780) -.132(-2.505)* .055(.981) .001(.010) 

Length of stay .167(3.181)** .186(3.631)*** .230(4.490)*** .244(4.803)*** .146(2.663)** .146(2.769)** 

Language  .291(5.327)*** .251(4.566)*** .314(5.879)*** .281(5.165)*** .050(.880) .034(.595) 

Agreeableness  .112(1.912)*  .160(2.764)**  .096(1.600) 

Extraversion  .149(2.521)*  .057(.972)  -.072(-1.186) 

Conscientiousness  .015(.236)  -.015(-.237)  .137(2.073)* 

Neuroticism  -.011(-.165)  .024(.373)  -.094(-1.422) 

Openness  .096(1.718)  .094(1.696)  .145(2.519)* 

R2 .126 .193 .169 .209 .053 .146 

Adjt R2 .116 .170 .159 .187 .041 .122 

∆ R2  .067***  .041**  .093*** 

F (4,327) (9,322) (4,327) (9,322) (4,327) (9,322) 

 11.809*** 8.555*** 16.592*** 9.476*** 4.531** 6.097*** 

Note:  *p < .05.  **p<.01  ***p<.001    
Gender and prior experience are dummy-coded categorical variables 
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Abstract 

While Group Technology (GT) has considerable effects on important dimensions of lean production such as 
production wastes, set up time, quality and inventory management, the relationship between the two subjects has 
been not been sufficiently addressed in the literature. In this paper, a conceptual model has been proposed for 
enhancing productivity through the application of Group Technology (GT) in lean production systems. The 
model includes dimensions of GT and its relationship with lean production goals. Statistical analysis has been 
conducted and the links in the proposed model have been examined based on a questionnaire. The statistical 
population included managers of two industrial companies. The results confirm the high correlation between the 
elements of the proposed model in both companies. Also, the results of the variance analysis imply that except 
two items of the questionnaire, there is no difference in other items between the two companies. 

Keywords: Group technology, Lean production, Productivity, Relationship, Model 

1. Introduction 

In the intensive competitive environment of the global economy, the survival of even the most well-established 
world class manufacturers depends on the ability to continuously improve quality while reducing costs. The 
resulting higher productivity is the key to market leadership and gaining sustainable competitive advantage. In 
this respect, changing production methods from mass-production with high inventory to a leaner operation with 
low inventory has become an essential practice for successful manufacturers such as General Electric and United 
Technology Corporation among others (Sim and Rogers, 2009). 

Lean manufacturing is a leading manufacturing paradigm in many sectors of world economy where improving 
product quality, reducing production costs and being first to market and quick respond to customers’ needs are 
critical to competitiveness and business success. In its most basic form, lean manufacturing is the systematic 
elimination of waste from all aspects of an organization to optimize manufacturing process. The basic underlying 
idea of ‘lean’ is to minimize the consumption of resources that add no value to a product (Shahin and Alinavaz, 
2008). This concept originated in the Japanese manufacturers systems after World War II. When Japanese 
manufacturers realized that they could not afford the huge investments of the required building facilities similar 
to those in USA, They tried an unconventional path to reach greater heights. The Japanese started questioning 
some of the basic manufacturing assumptions then began the long process of developing and refining 
manufacturing process in order to minimize waste in operation processes. Lean manufacturing initiatives, which 
are also known as the Toyota production system, were originated by Ohno (1978) and Shingo at Toyota (Shingo, 
1989). They used the Japanese word, 'muda', which they defined as any human activity that absorbs resources 
but creates no value (Dettmer, 2008). Womack et al. (1990) coined the term 'lean production' in their book 
entitled 'The machine that changed the world'. The systematic attack on waste is also a systematic assault on the 
elements underlying poor quality and fundamental management problems (Childerhouse and Towill, 2002). In 
the internal manufacturing context, another major contribution was made by Monden (1998); he suggested a 
novel scheme of classifying operations in to three generic categories as non-value adding, necessary but 
non-value adding and value adding operations. This scheme proved to be more generic and was extended to 
different areas. Value stream and lean initiatives researchers have also been exploring other ways such as using 
the theory of constraints, system dynamics and simulation, mathematical and expert system-based approaches. 
The major focus of their work is the same, i.e. how to minimize inventory and to insure its visibility in the 
pipeline in different industrial scenarios. In this context, the work of Towill (1997) regarding the principles of 
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good practice for material flow engineering and system design methodologies seems important. Another 
important work by Towill (1997) regarding the design principles of supply chains is also considerable (Seth and 
Gupta, 2005). Decades ago, the lean production concept (Womack et al., 1990; Shingo, 1989) was viewed as a 
counter-intuitive alternative to traditional manufacturing models (Hayes and Pisano, 1994). Today it is arguably 
the paradigm for operations and its influence can be found in a wide range of manufacturing and service 
strategies (Womack and Jones, 1996). Yet, despite its pre-eminence, the lean production model and the research 
that informed it, raised a number of theoretical and methodological concerns (Williams et al., 1992). Some 
authors have made attempts to define the concept (e.g. Lewis, 2000; Hines et al., 2004), while others have risen 
the question of whether the concept is clearly defined (Petersen, 2009). Forza in 1996 highlighted the differences 
of work organization in lean production and traditional plants. Lewis (2000) suggested that being 'lean' can 
curtail the firm's ability to achieve long-term flexibility and sustainable competitive advantage. Spithoven (2001) 
discussed the relation between lean production and disability and he claimed that the lean production appears to 
be more stressful than production in a traditional firm. This possibly influenced the rise of disability in the 1980s 
and 1990s. In 2003, the environmental protection agency had a research on lean manufacturing and the 
environment and had recommendations for leverage of better environmental performance. Seth and Gupa (2005) 
noticed the application of value stream mapping for lean operations and cycle time reduction. Black (2007) 
suggested four design rules for implementing the Toyota production system or what is now known worldwide as 
lean production. Shewchuk (2007) described the characteristics of lean production and proposed worker 
allocation algorithm in lean U-shaped production line to provide optimal solution. Fullerton and Wempe (2009) 
examined how utilization of non-financial manufacturing performance measures impacts the lean 
manufacturing/financial performance relationship. The results provided substantial evidence that utilization of 
this method mediates the relationship between lean manufacturing and financial performance. Riezebos et al. 
(2009) reviewed the role of IT in achieving the principles of Lean Production, which included the use of IT in 
production logistics, computer-aided production management systems and advanced plant maintenance. Petersen 
(2009) investigated the definition of lean production and the methods and goals associated with the subject as 
well as how it differs from other popular management concepts. 

Recently, manufacturer problems (stagnation, energy crisis, pollution, skillful labors, rapid changes in product 
design and technical innovation) lead the production systems to eliminate redundancies, reduce waste and 
increase productivity and enhance their manufacturing performance. The development of manufacturing systems 
and changes and variety of customers' interests, push companies to produce various products with high capacities. 
Therefore, manufacturing systems must be changed from job shop and mass production systems to new systems. 
In this respect, many manufacturing companies have noticed the effectiveness of 'Group Technology (GT)'. It is 
the best production system to produce various products in large amounts with high productivity (Ham et al., 
1985). This subject is a process based philosophy with the principle of similar processing of similar products 
(Askin and Standridge, 1993). In 1925, Flanders described the application of product oriented department in 
manufacturing standard product with less transportation and Snead (1989) assumed it was the beginning of GT 
application. Burbridge (1975) developed a systematic approach on the basis of classifying work pieces and 
similar pieces in standard similar processes (Askin and Standridge, 1993). Several examples of applying GT to 
production scheduling can be found in the literature. Oliff and Burch (1985) attempted to reduce product 
changeover costs that were highly sequence dependent by grouping products into families. Using these groups 
they successfully reduced changeovers between product families and machine set-up costs. Miller (1991) used it 
in developing an aggregate production and distribution planning model. Hubbard et al. (1992) incorporated GT 
into the process flow scheduling technique to guide production of a high-volume repetitive manufacturing 
system. Additionally, Prasad and Bhadury (1993) applied GT to grouping jobs into families based on the jobs’ 
tool requirements. They reported that the implementation of GT would result in a 16.5 percent improvement in 
the utilization of the machining centre Al-Salti and Statham (1994) investigated an effective procedure for 
estimating the process parameters, using historical data from similar components and based on the GT principle. 
The methodology involved the determination of component code number, family formation, retrieving data, and 
estimating process parameters. Cheng et al. (1995) formulated a 0-1 quadratic model for producing machine cells 
and a criterion for forming corresponding part families for GT. Their methodology allows for multiple copies of 
machine types for which a two-stage procedure was proposed and computational experience of the procedure 
was reported. 

Zhu et al. (1997) described the application of GT in scheduling industrial bag production in a woven products 
division of a bag manufacturer. This study addressed a new application area of GT which led to a better solution 
of labor assignments and provided management with valuable information essential to the development of a 
strategic competitive advantage. Santos and Arauojr (2003) proposed a computational implementation of the 
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production flow analysis for GT, called 'GroupTech'. Nomden and Van der Zee (2008) proposed Cellular 
manufacturing (CM) as an application of Group Technology (GT), and assumed physical groupings of machines, 
each grouping or cell being dedicated to the manufacturing of a product family. The similarities in manufacturing 
requirements for members of a product family lead to reduced set-ups, less material handling, and more 
(Burbidge,1975). It is important to add that clarified Virtual Cellular manufacturing (VCM), for functional layout 
settings where a conversion to Cellular manufacturing (CM). However, instead of a physical re-allocation of 
machines, CM-VCM aims to reduce set-up times by grouping similar jobs in production planning and control. 

Considering the literature review, it is concluded that it seems most of investigations assume GT and CM as 
synonyms. Although in such resources, CM is addressed as a technique of lean manufacturing, it also seems to 
be one of the principles of GT is described as physical groupings of machines, each grouping or cell being 
dedicated to the manufacturing of a product family (Nomden and Van der Zee, 2008). 

The aim of this paper is to address how GT can assist managers to achieve lean production goals. For this 
purpose, in the following, the dimensions of GT and its relationship with lean production goals are demonstrated. 
A new model is then proposed in which the interrelationships between the elements of the two subjects are 
addressed. The proposed model is also examined in two companies using a questionnaire and finally the results 
are discussed and final remarks and future research opportunities are addressed. 

2. Lean production 

There is no agreement upon definition of lean that could be found in the reviewed literature, and the formulations 
of the overall purpose of the subject are divergent. Discomforting as this may seem for lean proponents, there 
seems to be quite good agreement on the characteristics that define the concept, leading to the conclusion that the 
concept is defined in operational terms alone. However, formulating a definition that captures all the dimensions 
of lean is a formidable challenge (Pettersen, 2009). Inspiring by waste elimination concepts developed by Henry 
Ford in the early 1900s, Toyota created an organizational culture focused on the systematic identification and 
elimination of all waste from the manufacturing process. In the lean context, waste was viewed as any activity 
that does not lead directly to creating the product or service a customer wants. It is important to note that in 
many industrial processes, such “non-value added ” activity can comprise more than ninety percent of the total 
activity as a result of time spent waiting, unnecessary "touches" of the product, overproduction, wasted 
movement, inefficient use of material, energy and other factors. The terms "lean production" or "minimum 
workshop", as Ohno (1978) states, are inspired by the fact that the lean model requires less stock, less space, less 
movement of material, less time to set up the machinery, a smaller workforce, fewer computer systems and more 
frugal technology. As well as responding to the need to be cost effective, this characteristic also constitutes a 
general principle that inspires a philosophy of essentiality and makes every superfluous element seem wasteful. 

2.1. Lean production objectives and benefits 

The most frequently mentioned characteristics of lean in the literature review are stated as setup time reduction; 
continuous improvement; failure prevention (Poka Yoke); and production leveling or heijunka (Shahin and 
Alinavaz, 2008). According to Seth and Gupta (2005), "The goal of lean manufacturing is to reduce waste in 
human effort, inventory, time to market and manufacturing space to become highly responsive to customer 
demand while producing quality products in the most efficient and economical manner". Lean manufacturing 
results could include reduced inventory level (raw material, work in progress, finished product); decreased 
material usage (product inputs, including energy, water, metals, etc.); optimized equipment (capital equipment 
for direct production and support purposes); reduced need for factory facilities (physical infrastructure primarily 
in the form of building and associated material demands); increased production velocity (the time required to 
process a product from initial raw material to delivery to a consumer); enhanced production flexibility (the 
ability to alter or reconfigure products and processes rapidly to adjust to customer needs and changing market 
circumstances); and reduced complexity (complicated products and processes that increase opportunities for 
variation and error). Also, lean implementation consistently fosters changes in organizational culture through 
characteristics such as a continual improvement culture focused on identifying and eliminating waste throughout 
the production process; employee involvement in continual improvement and problem-solving; operations-based 
focus of activity and involvement; a metrics-driven operational setting that emphasizes rapid performance 
feedback and leading indicators; supply chain investment to improve enterprise-wide performance; and a whole 
systems view and thinking for optimizing performance. Lean methods typically target eight types of waste 
(Muda). These include defects; waiting; unnecessary processing; over production; movement; Inventory; unused 
employee creativity; and complexity. 

2.2. Lean production principles 

The lean production model relates manufacturing performance advantage to adherence to three key principles 
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(Womack et al., 1990; Womack and Jones, 1996): 

i) Improving flow of material and information across business functions;  

ii) An emphasis on customer pull rather than organization push (enabled on the shop floor with Kanban); and 

iii) A commitment to continuous improvement enabled by people development. 

As an evidence of the paradigmatic nature of lean production, it is interesting to note how these originally 
counter-intuitive principles have become main stream managerial concerns. Yet, beyond these general rules, the 
definition of lean production is actually rather vague and confused. Attempts to empirically assess progress 
toward lean production have been forced to develop metrics linking together a wide variety of tools and 
techniques, many based on opposing principles. For example, Karlsson and Alsthrom (1996) describe 18 
different elements (each with their own sub-elements) of lean production and the Andersen Consulting (1993) 
Lean Enterprise Research required firms to fill in a questionnaire that typically took five-and-a-half-days of 
managerial time to complete (Oliver et al., 1996). If no improvement technique is excluded, then defining what 
actually constitutes the lean production process becomes extremely difficult. 

3. Group Technology (GT) 

Group Technology (GT) is a processing philosophy based on the principle that similar products should be 
processed similarly (Askin and Standridge, 1993). The basic idea of GT is to decompose a manufacturing system 
into subsystems. It reduces (Kusiak, 1990) production lead time; work-in process; labor; tooling; rework; scrap 
material; set-up time; delivery time; and paper work. The idea behind GT is to improve efficiencies by exploiting 
similarities. The application of GT influences time power of operation, WIP inventory, material handling, job 
satisfaction, jig and fixture, set up time, required space, quality, finished product and labor cost (Wemmer and 
Hyer, 1998). This concept has been successfully employed in cellular manufacturing in which, parts with similar 
processing requirements are identified and grouped into part families, and then machines with different 
processing capacities are placed within a cell (Kusiak, 1990). 

3.1. Principles of GT 

GT principles can be applied to a number of different areas. For example, Shafer and Ernst (1993) applied GT 
principles to warehousing operations. In warehousing operations, efficiency can be improved by locating closer 
together those stock-keeping units which have a higher probability of being picked simultaneously in the 
warehouse, thereby reducing the amount of time required to fill a customer order (Ham et al., 1985). In the 
following, some of the principles of GT are addressed. 

3.1.1. Constitute groups of products (part family) and GT cells 

Groups of product are the number of products that have the similar design characteristics or similar 
manufacturing processes. Grouping the products is an important step in the use of this technique. Four main 
methods for grouping products include manual/visual search; nomenclatures/functions; production flow analysis 
and classification and coding system. 

3.1.2. Design conformance 

One of the important and practicable benefits of GT based on proper coding system and classification is refining 
design information and design justification. Design conformance helps to standardize process plan; group 
scheduling; group tooling setup; and improve inventory purchasing requirements. 

3.1.3. Group production 

In order to constitute group production, the following steps should be taken:  

i) Machine group/cell: GT allocates machines for one or more product family in order to produce similar 
production. The machine group layout base on the similarity of components and production process can be 
categorized in the following three types: 

- Group Technology (GT) flow line: in this layout each of part families has almost the same production line or 
needs the same machines. Group Technology (GT) flow line is the most logical layout and uses the benefits of 
product-layout. 

- Group Technology (GT) cell: in this layout the production process path for one or some part families is not 
similar, so it is impossible to use GT flow line. In this layout all equipment, tools and machines that are needed 
are gathered in a cell. The sequence of process is determined by the required operation. 

- Group Technology (GT) center: this layout is similar to process layout. The design of work center is proper to 
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produce the part family. 

ii) Group tooling: For producing a part family, design group of jig and fixtures are required because of similar 
tools and similar setups. 

iii)  Numerical control and part programming: The concept of GT is related to numerical control machine and 
it is used in part programming. In numerical control planning, the central computer is used for coordinating 
between similar programming elements of one part family. 

3.1.4. GT and production management 

The integration of operation management and GT is necessary to enhance productivity and efficiency. Recently 
computer-aided design and computer-aided manufacturing (CAD/CAM) are noticed and the use of computer is 
developed and consequently, the role of GT in CIM is more identified. Thus, operation managers are interested 
in the implementation of GT in computer-aided process planning and computer-aided group scheduling. 
Computer-aided process planning is one of the key requirements for implementing CIM successfully. Also, GT 
simplifies the scheduling problems on the base of grouping products. 

4. New methodology: A Conceptual Model for the relationship between GT and lean production 

As it was illustrated earlier, lean production as a management philosophy tries to eliminate waste (muda) and 
preserves value added processes in order to enhance productivity. In previous studies, researcher focused on lean 
production and they address the GT synonym of cellular manufacturing, but it seems that the two subjects are not 
similar. This paper tries to demonstrate how GT concept and its processes can lead to lean production (eliminate 
waste) and finally to productivity improvement. 

For this purpose, a conceptual model is proposed. This model consists of four sections: 

i) GT processes: Constitute groups of products (part family), Coding system and classification, Design 
conformance, Group production, GT production management, and automated factory system. 

ii) Intermediate variables: Identifying part family, standardize process plan, group scheduling , group tooling 
set up, improve inventory purchasing requirement, cellular manufacturing, use of CAD-CAM, and use of 
DNC-CNC. The secondary intermediate variables are power of operation, WIP inventory, material handling, use 
of jig and fixtures, set up time, required space and quality. 

iii) Lean production wastes: power of operation, inventory, movement, complexity, waiting, unnecessary 
process and defect. 

iv) Lean production goals: in lean production systems the main aim is to reduce the wastes and costs to achieve 
higher productivity. 

The new methodology is developed based on the reviewed literature and according to the following three 
impacts of GT on lean production. 

i) The role of part family (grouping, classifying and coding) in lean manufacturing system 

Constituting groups of products and GT cells according to similar characteristics of design such as shape, 
dimension, material and process of production, classifying and coding provides the basis for identifying the 
products rapidly in systems and this grouping reduces the time of preparing, storing, takt time, lead time and 
empowers the operation process to decrease over production. Reduction of over production in turn influences 
waste in lean production and enhances productivity as it is illustrated in Figure 1 (+ and – denote increase and 
decrease, respectively). 

ii) The role of design conformance in lean manufacturing system 

After grouping the products and constituting part families, an important step is reviewing the design and refining 
the design information and justifying the design. Design conformance includes standardizing process plan, 
scheduling for groups of products, grouping tools, equipments and improving inventory purchasing requirements. 
These tasks can decrease time, work in process inventories, material handling and increase the power of 
operation. Group scheduling can reduce the time of process (lead time and takt time) by grouping tools; and 
equipments and applying proper jig and fixtures to part family can reduce set up time. These two events can 
diminish and eliminate extra movements, redundancies or unnecessary process and finally leads to designing jig 
and fixtures in a way that makes the work easy for labor and avoids complexity in the system, improve inventory 
purchasing requirements, decrease the size of batch material and required space in system, which in turn reduce 
further inventories, complexity, extra movement and redundancies as wastes in a lean production systems. 
However, if the addressed elements could be reduced, the productivity of system will increase. This is illustrated 
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in Figure 2. 

iii) The role of GT management and automated factory in lean manufacturing system 

Computers could be utilized in production systems for designing, producing and managing the process which are 
called computer aided design (CAD) and computer aided manufacturing (CAM) or totally, computer integrated 
manufacturing (CIM), which is a bank of computerized information that consists of design, production and 
management information. CIM systems integrate computer technology and manufacturing to gain the 
organization's goals. Automated factory systems are increasingly using new technologies such as direct 
numerical control systems, computer numerical control machines that control the production processes by a 
central computer. These mechanisms can improve quality because of reducing defects and errors and eliminating 
waste in a lean production system. Figure 3 illustrates the context. 

5. Case study 

In order to validate the proposed model, a questionnaire is designed to measure the viewpoint of industrial 
managers about the model (Appendix 1). The questionnaire is designed using the five point Likert scale (1: very 
low, 5: very high). The first 10 questions measure the relationships between GT process dimensions and 
intermediate factors of GT and lean production; the next four questions measure the interrelationships of 
intermediate factors; and finally the remaining nine questions measure the relationships between intermediate 
factors and lean production wastes. The validity of questionnaire is approved by a number of experts. Its 
reliability is calculated as 0.857 using Cronbach alpha coefficient, which is satisfactory. The questionnaire was 
filled by two company’s managers, i.e. Gaze Seke Co. and Ghetehkaran Co. GazeSeke is a company that 
produces Gaz, which is a kind of sweet and has a flow shop operation and six of its managers filled the 
questionnaires; Ghetehkaran produces automobile pieces and has cellular manufacturing and nine of its 
managers filled the questionnaires. For analyzing the questionnaires, Mean values of each of the relationships are 
tested by one sample T-test with a t-value of 3.00. It is interesting to note that the significant value of all of the 
questions derived as zero, implying that all of the answers have a mean value different from 3 and more than 3 
(with respect to the mean values). Table 1 presents the mean values and standard deviations with a confidence 
level of 95 percent. 

6. Discussion 

According to the theoretical and empirical results of this research, it is argued that productivity of lean 
manufacturing systems will be improved if the system reduces its waste and none added value processes. On the 
other hand, in GT, the philosophy is to divide systems in to subsystems. The conceptual model emphasizes on 
the fact that in manufacturing systems, GT constitutes groups of products in to part families, classifying and 
coding the part families, designing the process of similar part families and consequently classifying tools, 
machines, equipments that lead to designing and preparing the customized jig and fixtures for similar part 
families. Cellular manufacturing is a kind of layout that may be used in GT systems and as it is stated before, this 
kind of layout is one of the tools and methods of lean production systems. Recently, the use of computers in 
production systems has become prevalent and the role of GT in computer aided process planning (CIM) is more 
recognized, so production managers are interested in using it in CIM. The last step of GT is to developing and 
extending the use of industrial robots, center machining, CNC, DNC, micro processors and etc. to lead the 
production systems into integrated computerized systems. On the other hand, the foundation of automated 
factory systems is on cellular manufacturing and grouping the systems. 

The proposed model tries to illustrate the relationship of GT and lean production systems with the fact in mind 
that such synergy will diminish wastes and redundancies. The model was validated using a questionnaire and the 
results were presented in Tables 1 and 2. The results imply that all of the mean values are higher than the median 
(i.e., 3) considering 0.95 level of confidence, denoting a high relationship between the two subjects. The derived 
values are highlighted in Figure 4. 

According to Figure 5, the highest Mean-value is 4.46, which is related to the second question, i.e. coding 
system and classification on fast identifying if part family. Also, the lowest mean value is 3.46, which is related 
to question 15, i.e. increasing the power of operation to decrease over production and it declares the fact that 
managers believe the effect of increasing the power of operation to decrease over production is less than other 
parts of proposed model. Another statistical analysis is related to variance analysis of two groups of managers in 
the two companies (Gaze Seke Co. and Ghetehkaran Co.). The results imply that for all of the questions except 
question 12 and question 15, there is not significant difference between two groups of managers. This fact may 
refer to their similarity in flow shop production, variety of product types and lot size of their production. As it is 
addressed, the significant value of question 12, i.e. use of cellular manufacturing to decrease set up time is less 
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than 0.05, which means there is a difference in the viewpoints of the two groups of respondents. This result may 
be due to the different processes of two companies; in Gaze Seke Co. the raw material of most types of products 
are the same and the process of production is similar, but in Ghetehkaran, the process of production is different 
from one product to another. The significant value of question 15 is also less than 0.05, which highlights a 
difference in viewpoint of the two groups of respondents. It may be due to limitations of the process of 
production in Gaze Seke Co. In this company, over production is inevitable, because of the special process of 
Gaz manufacturing. It is important to note that question 15 has the least mean value. Consequently, the relation 
of power of operation and over production needs more investigation and research. 

However, this research may have some limitations. For instance, as it was mentioned in the literature review, GT 
is applied for operation systems with multi products and lot size. Therefore, the proposed model should be 
further examined in other companies with more than one product system, although the model seems to be 
applicable for multi product systems with lot size. Although the model emphasizes on the application of GT for 
enhancing productivity, it does not indicate the amount of productivity increase. The model does not offer any 
approach for measuring the production changes, while applying GT processes. In GT, the philosophy is to divide 
systems in to subsystems and it refers to all systems of the organization. The proposed model is concentrated on 
operational systems, but it can be extended into other parts and systems of organization such as financial, 
administration, research and development, information systems, etc. 

7. Conclusions 

This paper demonstrated the dimensions of GT and its relationship with lean production goals. In fact, an attempt 
was made to address how GT can help manufacturing systems to achieve lean production goals. A conceptual 
model was also proposed for the relationship between the two subjects. In order to examine the links of the 
model, a questionnaire was designed and filled by managers of two companies. The two companies were Gaze 
Seke and Ghetehkaran. Data analysis approved the high relationship between the dimensions of the proposed 
model. The variance analysis also addressed no difference between the two groups of respondents except for two 
questions.  

Although researchers focused on lean production and they address the GT synonym of cellular manufacturing, it 
seems that the two subjects are not similar. The paper emphasized on GT and its processes to achieve lean 
production and productivity improvement. GT has many effects on production wastes; particularly it can 
improve set up time, quality, inventory management, jig and fixtures in order to decrease waiting time, defects, 
inventory and over production. 

This paper focused on the two subjects of GT and lean production and their linkage to enhance productivity but 
it didn't indicate that how much GT can improve the productivity and lean production goals. It is important to 
note that the proposed model does not offer any measurement approach for measuring the effects of variables on 
productivity. The proposed model is applied for manufacturing systems and particularly for mass production. 
Since the model is applied for manufacturing systems, it is highly recommended to be customized and 
implemented in other organizations such as service companies. Identifying indicators for measuring the amount 
of increase in productivity is recommended for future studies. Also, the relationship of power of operation and 
over production which was indicated in the model needs more investigation. 
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Table 1. Results of one sample t-test 

Question 
Mean Std 

Deviation
Question Mean Std 

Deviation 

Constituting  part family on fast 
identifying of part family 

4.0667 0.4577 Use of CAD-CAM 
manufacturing on increasing 
quality 

4.2000 0.8619 

Coding system and classification on 
fast identifying of part family 

4.4667 0.5164 Use of CNC-DNC Robot on 
increasing quality 

4.0667 0.8837 

Standardizing the process on 
decreasing WIP inventories 

4.0000 0.8452 Increasing the power of 
operation on decreasing over 
production 

3.4667 0.8338 

Group tooling set up on increasing use 
of jig and fixtures 

3.7333 0.7037 Decreasing WIP inventories 
on decreasing inventories 

3.8000 0.8619 

Group tooling set up on decreasing set 
up time 

4.2000 0.6761 Material handling on 
decreasing inventories 

4.2667 0.7037 

Improving inventories on decreasing 
required space 

4.4667 0.8338 Reducing required space on 
decreasing inventories 

3.6000 0.8281 

Improving inventories on better 
material handling 

4.4000 0.6325 Increasing the use of Jig and 
Fixtures on reducing 
movement 

3.9333 0.5936 

Group Technology production 
management on the use of cellular 
manufacturing 

3.8000 0.6761 Increasing the use of Jig and 
Fixtures on reducing 
complexity in system 

3.7333 0.7988 

Group Technology production 
management on the use of CAD-CAM 
manufacturing 

3.6667 0.9759 Increasing the use of Jig and 
Fixtures on reducing 
unnecessary process 

4.0000 0.6647 

Automated factory system on 
increasing the use of CNC-DNC, 
Robot 

4.0714 0.6157 Reducing set up time on 
reducing waiting time 

3.7333 0.8837 

Fast identifying of part family on 
increasing the power of operation 

4.1333 0.7432 Increasing quality on 
reducing defects 

4.3571 0.9288 

Use of cellular manufacturing on 
decreasing set up time 

3.6667 0.4880  

Confidence level = 95 percent 
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Table 2. Results of the two independent sample test for comparing the responses of the two companies 
Question Asymp. Sig Question Asymp. Sig 

Constituting  part family on fast identifying 
of part family 

0.060 Use of CAD-CAM manufacturing on 
increasing quality 

0.479 

Coding system and classification on fast 
identifying of part family 

0.838 Use of CNC-DNC Robot on increasing 
quality 

0.183 

Standardizing the process on decreasing 
WIP inventories 

0.533 Increasing the power of operation on 
decreasing over production 

0.005 

Group tooling set up on increasing use of jig 
and fixtures 

0.478 Decreasing WIP inventories on decreasing 
inventories 

0.488 

Group tooling set up on decreasing set up 
time 

0.601 Material handling on decreasing 
inventories 

0.071 

Improving inventories on decreasing 
required space 

0.204 Reducing required space on decreasing 
inventories 

0.640 

Improving inventories on better material 
handling 

0.188 Increasing the use of Jig and Fixtures on 
reducing movement 

0.230 

Group Technology production management 
on the use of cellular manufacturing 

0.069 Increasing the use of Jig and Fixtures on 
reducing complexity in system 

0.799 

Group Technology production management 
on the use of CAD-CAM manufacturing 

0.666 Increasing the use of Jig and Fixtures on 
reducing unnecessary process 

0.421 

Automated factory system on increasing the 
use of CNC-DNC, Robot 

0.172 Reducing set up time on reducing waiting 
time 

0.319 

Fast identifying of part family on increasing 
the power of operation 

0.127 Increasing quality on reducing defects 0.840 

Use of cellular manufacturing on decreasing 
set up time 

0.031   

Confidence level = 95 percent 

 

 

 

 

 

 

 

 

 

Figure 1. The impact of part family (grouping, classifying and coding) on lean manufacturing system -Extracted 
and modified from Ham et al. (1985) 
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Figure 2. The impact of design conformance on lean manufacturing system-Extracted and modified from Ham et 

al. (1985) 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The impact of GT management and automated factory on lean manufacturing system - 

Extracted and modified from Ham et al. (1985) 
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Appendix 1. Questionnaire 

The aim of this investigation is to study the effects of Group Technology on lean production. Please mark the choices which 
are close to your idea. Thank you for your participation. 

Demographic characteristics: 

Gender:       male         female 

Age:         20-30          30-40          40 or over 

Degree:         BS           MS              Ph.D. 

Years of experience since employment: 

Under 10 years       10 to20         20to30 

very 
low 

low mediumhigh
very 
high

Question No 

  
Constituting  part family on fast identifying of 
part family 

1 

  Coding system and classification on fast 
identifying of part family 

2 

  Standardizing the process on decreasing WIP 
inventories 

3 

  Group tooling set up on increasing use of jig and 
fixtures 

4 

  Group tooling set up on decreasing set up time 5 
  Improving inventories on decreasing required 

space 
6 

  Improving inventories on better material handling7 
  Group production on the use of cellular 

manufacturing 
8 

  Group Technology production management on 
the use of CAD-CAM manufacturing 

9 

  Automated factory system on increasing the use 
of CNC-DNC, Robot 

10 

  Fast identifying of part family on increasing the 
power of operation 

11 

  Use of cellular manufacturing on decreasing set 
up time 

12 

  Use of CAD-CAM manufacturing on increasing 
quality 

13 

  Use of CNC-DNC Robot on increasing quality 14 
  Increasing the power of operation on decreasing 

over production 
15 

  Decreasing WIP inventories on decreasing 
inventories 

16 

  Material handling on decreasing inventories 17 
  Reducing required space on decreasing 

inventories 
18 

  Increasing the use of Jig and Fixtures on reducing 
movement 

19 

  Increasing the use of Jig and Fixtures on reducing 
complexity in system 

20 

  Increasing the use of Jig and Fixtures on reducing 
unnecessary process 

21 

  Reducing set up time on reducing waiting time 22 
  Increasing quality on reducing defects 23 
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Abstract 

SMEs in the incubation are the main innovation of a nation, and the new product is not without SMEs 
technology innovation. It is not only the theoretical but also practical significance that SMEs in the Incubation 
develop strongly for economic growth and technology innovation, but as the normal SMEs, they also face the 
financial support difficulty or more others. This paper analyses the financial demand characters of SMEs in the 
incubation based on the theory of business life cycle. The conclusion is that different development phases need 
different financial support because SMEs in the incubation face different financial cycles. The financial support 
system is set up to fit the cycle needs of SMEs in the incubation, and then the suggestions are illustrated. The 
results can be the reference for the problems of financial support for SMEs in the incubation. 

Keywords: SMEs in the incubation, Financial support system, Strategy, Business life cycle 

1. Introduction 

Business incubator is the important platform for SMEs developments and technology innovation. It is physical 
space for the business enterprise, sharing platform for business support services and vector for supporting 
enterprises starting and developing, so it is of great significance for employment, local economic growth and 
foreign investment (Deborah M. Markley & Kevin T. McNamara, 1995). Business incubator is the service 
centers providing with physical space and infrastructure and a series of service support to reduce start-up costs 
and risk, improve the success rate of entrepreneurship and promote scientific and technological achievements, so 
the SMEs can develop and growth fast. Business incubator services as intermediary agent to strive for 
government finance besides supporting business itself. And they also strive for low interest loan, stock and 
project investment from bank, venture capital institution guaranteeing by incubators’ credit and capital. SMEs in 
the incubation are the relative term to incubator. So-called SMEs in the incubation are those in the start-up stage 
and developed relying on certain environment. Those enterprises have so great financial gap that their 
development are restrained because of their high technology, less capital and greater risk. So the incubators are 
the important platform for SMEs in the incubation development. 

The incubator for SMEs developed is one of venture capital, whose development makes up for the shortage of 
financial support. Some surveys showed that in North America about seventy five percent of tech business 
incubator had helped the clients obtain commercial bank loans or professional non-commercial bank loans and 
loan guarantees, and about sixty six percent incubator plan could help clients connecting with angel funds or 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

                                                          ISSN 1913-9004   E-ISSN 1913-9012 120

venture capital investors, and thirty three percent could provide inner investment funds. And now in China, 
according to statistics of the Ministry of Science and Technology, there are more than ninety percent of small 
business entrepreneurs in the over 670 incubators and 60-university science park, and there are more than more 
than 54 000 businesses in the incubation. As one of venture capital incubator can ease the financial shortage of 
SMEs in incubators, but financial difficulty is still the great problem for them. SMEs in the incubation are lack 
of endogenous financing, and the financial support of commercial bank, investment and credit guarantee services 
are limited, so the main disturbing factor of SMEs incubation is the imperfect financial support system, 
especially during the global finance crisis. While at the mean time, SMEs are indispensable force of 
technological innovation and economy development. Therefore, it is very significant to discuss financial support 
for SMEs in the incubation for China.  

This paper overviews the related researches and literatures for studying the SMEs in the incubation, then 
analyzes the different finance demand based on the SMEs lifecycle, at last proposed financial support measures 
for SMEs are proposed. It hopes that this study can be helped for SMEs finance difficulties. 

2. Literature overview 

The theory basis for SMEs financial support is the capital structure theory and SMEs financial theory. The earlier 
study was MM theory, which suggested that corporate investment is irrelevant with financing policy and 
corporate financing structure does not affect the market value (Franco Modigliani & Merton Miller, 1958). MM 
theory was revised that tax shield benefits and personal income tax could be offset so capital structure does not 
affect the value of the company under equilibrium condition (Miller, 1977). Later the trade-off theory relaxed 
some assumption that a company chooses how much debt finance and how much equity finance to use by 
balancing the costs and benefits (Robichek & Mayer, 1966). Agency cost was given that the agency costs should 
be borne by the shareholders with the existence of external equity, and because of different effects of operators, 
shareholders and creditors, only the modest debt increasing in capital structure would increase the shareholder 
value (Jensen & Meckling, 1976). The pecking order theory states that with asymmetric information, companies 
will use internal funds first, and when that is depleted, debt is issued, and when it is not sensible to issue any 
more debt, equity is issued (Myers & Majluf, 1984). Corporate finance cycle hypothesis that enterprises can be 
divided into creation, growth and recession stages, which have the different financing sources such as own fund 
in creation stage, and credit, loans, leases, bonds in growth stage and so on (Weston & Brigham, 1978).  

SMEs financial theory is mainly based on the theory of credit ration and relationship banking. Credit rations 
theory refers that with asymmetric information the bank will imply the rate rationing system for lenders to avoid 
moral hazard and adverse selection when facing exceed demands for loans, so that SMEs will be difficult to 
access the appropriate finance (Stiglitz & Weiss, 1981). Theory of relationship banking states that the large 
financial institutions typically provides services for large enterprises, while Medium and small financial 
institutions always establish cooperation relationship with SMEs easily for their advantages in information, 
therefore it will help solving the problems of finance difficulty resulted from asymmetric information of 
financial institution and SMEs (Berger, 1998). In China, the main research of SMEs finance started slower. Some 
research suggests that the fundamental way for removing the private economic and financial difficulties of SMEs 
is to create the external environment of endogenous growth financial system (ZHANG Jie, 2000). Some states 
that development and improvement of small and medium financial institutions is the important thing for China 
SMEs (LIN Yifu, 2001). While ZHONG Pengrong (2002), PENG Lei (2003) and BA Shusong (2006) all 
developed the arguments of different ways for SMEs finance.  

All those researches have provided the theory and practice base for SMEs in incubators finance, and given the 
reference for improve the development of SMEs. 

3. Financial demand for SMEs in the incubation on the life cycle 

SMEs in the incubation are different with those out the incubation in less registered capital, larger ratio of 
technology staffs and own capital. So that it is very easy for SMEs in the incubation to take out asymmetric 
information, difficulty to manage and finance. Based on finance life cycle, the lifecycle of SMEs in the 
incubation can be classified as seed period, infant period, growth period, and maturity period and after the 
incubation period, such as the top of Figure 1 shown. Demands for finance support system are differed for the 
differences on the scale, capital demand and operation of each lifecycle period. 

Seed period refers to that early into the incubation. SMEs in the incubation hold the project developed. Their 
invisible capital and risk are larger, and even the yield is negative, so that the bank credit and capital market 
funding are almost not be accessed. The main resources are from own capital, loans and deposits of family and 
friends. While if the project has great prospects, entrepreneurs can get government seeds fund, incubating fund 
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and innovation fund etc on patents. Generally, SMEs during this period mainly get finance support from own 
capital and venture capital than others. 

Infant period is that after seed. At this period, the own capital can’t meet the enterprise development, so SMEs in 
the incubation during this period have to seek for the external financing. However, there is still higher risk and 
lower yield, so that business angels but bank load is employed. Business angels are very important here,that 
business angels provide not only the fund but also the service of management consulting, technical supporting 
and information network. 

During the growth period SMEs in the incubations have developed stably. They need a great of capital to enlarge 
the production, improve the quality and brand, so that they must to seek for the external finance such as venture 
capital, as limited partnership limiting the investors’ liability to decrease the risk of asymmetric information. 

SMEs in the incubations during the maturity period have increasing yield and risk reduction. And with much 
more mortgage assets, SMEs can get finance of initial public offering (IPO) including debt and bank finance. 
IPO can reduce the finance cost greater than others. Another method is to get the bank loan because at this period 
SMEs have has the higher yields. 

After the incubating period, there are little protections for SMEs have graduated from the incubations. So that the 
institutional investors and banks have been the main capital sources. And SMEs will incubate successfully only 
if the endogenous and external financing are combined effectively. 

4. Strategies and support system for SMEs in the incubation 

Based on the different financial demand on the life cycle, the financial support system for SMEs in the 
incubation can be established. As the bottom of Figure.1 shown, it is make the government polices as guidance, 
incubation as the platform, capital market and banks loan etc. as multi-channel capital supply and develop the 
institution’s functions to improve the finance support system for SMEs in the incubation. 

4.1 Increase the government policy support range 

The government policy and service is the favor back force and make good developed environment for SMEs in 
the incubation, such as the preferential tax, interest loans and discount etc. An effective way is to set up special 
funds for those fitting national industry policy and innovation to provide loan assistance and security, e.g. 
Science and Technology (Development) Fund, Guarantee Fund, Mutual funds and special sector fund and so on.  

In addition, the government, joint with local research institutions such as universities, commerce chamber etc., 
can provide the service in legal advice, policy recommendations, marketing management, finance and training 
etc in order to improve the developments of SMEs in the incubation. 

4.2 Develop the incubation for SMEs 

Incubation is the incubation platform for SMEs. However, they differ form each other for the difference of SMEs 
and actual developments in various regions. Therefore, the development of incubations is based on the local 
circumstances, e.g. University Park Incubation can be established around the university and so on. It is one of 
best ways for solving the financial problems of SMEs in the incubation to plan and guide the incubator playing 
the role of intermediary and platform to strive for low interest loan, stock investment and project investment 
from bank and venture capital institutions. 

4.3 Play the role of capital market effectively 

Capital market has been the direct financing channel. Multiple capital markets, especially the growth enterprise 
market (GEM) and SME board market, can satisfy the financial demand of SMEs in the incubation. At the 
meanwhile, the bond market can be used for the SMEs in the incubation with sound capital structure, adequate 
financial information disclosure and good reputation. Then the financial gaps can be covered by the capital 
effectively. 

4.4 Develop financial institution function 

Financing channel mainly with commercial bank, medium and small banks and other can satisfy the different 
demand of SMEs in the incubation. The following can be suggested. 

Firstly, State-owned commercial banks are very important. They have the advantages of wider network, more 
capital and talent etc so they can innovate multiple finance products, strengthen the service consciousness and try 
establishing special service window for SMEs to provide special service for SMEs in the incubation. If possible, 
the state-owned commercial banks can cooperate with enterprise to set up venture capital and professional 
property exchange center to service as the bridge of the SMEs in the incubation with the large enterprises.  
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Secondly, local small and medium financial institutions are important too. For instance, free interest, low-interest 
or even discount loans can be offered to those needs supporting in deed. And the information can be grasped to 
solve the financial gap of SMEs in the incubation during the different lifecycle period,. 

Thirdly, Private capital could be encouraged into the financial support system. Private capital plays an important 
role in the different lifecycle period, especially during the seed period and infant period. Compared with bank 
finance, private capital can reduce the risk from asymmetric information. So the government can guide the 
private capital connecting with the SMEs in the incubation and make it become the important capital source for 
SMEs incubating. 

Fourthly, professional financial leasing sector can be constructed, and then SMEs in the incubation can obtain 
the necessary equipment with rental. Financial leasing is the practice method for solving the financial gap of 
SMEs in the incubation. 

Lastly, new financial service such as trade credit, logistics finance and insurance finance etc, can be used to meet 
the needs of SMEs in the incubation during the different stages. Trade credit is the cash or commodity credit 
provided between importers and exporters, or provided by bank, government or international finance institution 
to traders. This financial support in international trade not only solves the financial difficulty but also provides 
related services of notes or credit guarantee through by bank or other finance institution. Logistics finance, 
which organizes the money flow in logistic area through all kinds of financial products, can be used as an 
effective complement during different stages, and avoid the risk of asymmetric information with the 
characteristics of logistics companies charging the businesses goods. Furthermore, insurance finance can be tried 
to resolve financing techniques risk, which can provide insurance with services mortgage and guarantee. 

4.5 Perfect legal and credit Guarantee 

SMEs in the incubation are different from common ones in absence of effective competition. So the related laws, 
regulations and business environment should be improved to safeguard the legitimate rights and interests of 
SMEs in the incubation. Local government should draft policy documents to encourage and protect their 
developments. 

With the development and graduation after incubating maturity, the bank loans become the main finance method. 
However, there is absent of appropriate security and collateral. The incubation can give only a little help. So 
SMEs information website, credit database and credit guarantee institutions can be used to make that cooperate 
coordinately with financial institutions. 

4.6 Enlarge the service range by industry association 

Industry association can help to establish enterprise information database, so the enterprises can know about 
information of market and policy in time, grasp the common problems of industry development, and promote to 
study with each other. Then the SMEs in the incubation can develop quickly and strengthen their own 
construction to obtain all channels of finance.     

5. Conclusion 

The incubator for SMEs, as one of venture capital in fact, has make up the finance shortage. Incubation together 
with bank, capital market, institution security and government has established the integrated finance support 
system for SMEs in the incubation. 
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Abstract 

The information technologies pose as one of the biggest enablers of the modern supply chain management (SCM). 
This study focuses on one of the vital use of information technologies in SCM context, namely Materials 
Requirement Planning (MRP). Types and ways of information technologies related to supply chain management is 
analyzed. MRP is discussed along with a model to provide an example. Information about the developed software 
for the model is also provided. MRP and its value in inventory management systems are stated as a basis for the 
future research which will improve the current MRP model introduced along with the experimental results as a 
basis for comparison. 

Keywords: Supply Chain Management, Information Technologies, MRP 

1. Introduction 

Information and communication technologies (ICT) are one of the most important enablers of effective supply 
chain management. A great deal of interest in supply chain management stems from the availability of information 
and the methods to analyze this information to reach meaningful results. New opportunities exist as electronic 
business gain importance, and especially the widespread use of internet is increasing the interest for the 
information technologies (Simchi-Levi etal., 2000).  

Supply chain management consists of many functional areas in companies and it is affected by the 
communications of these groups. Thus, this paper aims to discuss the information technology structures of 
companies, supply chain applications and intra-company communications. 

Information technologies are a source of competitive power for many companies. Especially for service industries 
such as big retailers, transportation companies, and airway companies where they have been started to widely used, 
information technologies have earned a vital role.  

The time and opportunities to reach information is very important for supply chain management which aims to 
increase service level and decrease the costs and lead times. Along with this, many companies are offering 
information technologies based services to their customers in order to gain competitive edge and sustain long term 
relationships with them. Such a service offered by a single company in an industry makes it an obligation for the 
rest of the companies competing in the same industry. According to the research conducted by Subramani, 
relationship-specific intangible investments play a mediating role linking SCM systems use to benefits. Evidence 
that patterns of information technology use are significant determinants of relationship-specific investments in 
business processes and domain expertise provides a finer-grained explanation of the logic of IT-enabled electronic 
integration (Subramani, 2004).  

The technologies used in different departments in the company differentiate from each other by the time. For 
successful supply chains it is vital to integrate and standardize these technologies.  

2. Material Requirement Planning (MRP) 

The raw material, parts and other components of the products are named as dependent demand. In order to manage 
this kind of demand, there is a need for a different method rather than the classical inventory management 
techniques.  
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The difference in the management of inventories stems from the difference in the structure of demand for those 
products. The demand for products such as raw materials and parts that are used in the production of final product 
is called dependent demand. For instance, since the demand for parts and materials required for the production of 
automobile depends on the amount of demand for automobile, it is classified as dependent demand. On the other 
hand, demand for automobile is an independent demand as it is not a component of another product. 

Dependent demand exhibits a discontinuous nature as opposed to the continuous nature of independent demand. 
That is because certain components are used in large lots in certain periods of the production line and not used at all 
in other periods.  

For instance, the same company might be producing different products in different periods of the year. Some parts 
of these products might be common in every product. Thus, the company always has to keep such components in 
the inventory. However, some parts are only required for certain products. So they will be needed in periods where 
these products will be produced, resulting in discontinuous demand for these types of parts.  

As a result of that characteristic, the products with independent demand should be stocked continuously, while the 
products with dependent demand should only be stocked just before the time they will be used in the production 
process. The fact that the dependent demand products are known in advance, the need for safety stock is eliminated 
or reduced to a minimum. 

MRP is a computer-based system designed to organize the timing and ordering of the dependent demand products. 
The demand for the raw material and components of the final product are calculated by using the demand for the 
final product and it is determined how much and in what quantity to order from these components and raw material, 
considering the production and lead times and counting back from the delivery time of the product. Thus, the 
demand for the final product is used to calculate the demand for the components in lower levels. This process is 
divided into planning periods and the production and assembly functions are organized, resulting in lower 
inventory levels along with ensuring the timely deliveries of the final product. 

From this perspective, MRP is a philosophy as much as it is a technique and a time management as much as it is an 
inventory control method.  

Ordering and timing processes were facing two difficulties in the past. The first one was the difficulty of 
production scheduling, tracing many parts and components, and dealing with the changes in the orders. The second 
difficulty was the lack of distinction between the dependent and independent demand. The techniques designed for 
the independent demand was being used for the dependent demand as well, resulting in high levels of inventories. 
Consequently, inventory planning and production scheduling were major problems for the manufacturers. 

The manufacturers in 1970s have started to realize the need for a distinction between these two types of demands 
and different approaches to utilize for each of them. Many companies have left the record keeping and component 
requirements to the computers using MRP system. 

MRP starts with a schedule for the final product, and this schedule is transformed into another schedule ensuring 
the timely delivery of the components and raw material required in the production of the final product. Thus, MRP 
is designed to answer three questions: What is needed? When is it needed? How much is it needed? 

The inputs for the MRP system is a bill of material, a main schedule showing when and how much of the final 
product is needed, and an inventory records file showing how much inventory is at hand or how much is ordered. 
The planner determines the requirements for each planning period, using these inputs.  

The outputs of the process are the planned order schedules, order confirmations, changes, performance control 
reports, planning reports, and exception reports. 

In a discrete parts manufacturing environment, material requirement planning (MRP) is carried out without 
considering the manufacturing resource capacity. As a result, during implementation, adjustments in planned 
orders may become necessary. Pandey etal., presents a finite capacity material requirements planning algorithm 
(FCMRP) to obtain capacity-based production plans (Pandey etal., 2000). 

Theoretically, there is no need for safety stock in the inventory systems based on the dependent demand, which is 
one of the main benefits of the MRP approach. After the main schedule is prepared, it is assumed that there is no 
need for safety stock when the managers can see the amount of usage. However, exceptions may occur in practice. 
For instance, variable waste ratios can cause disruptions in the operations. Moreover, the higher production times 
than what is expected and late deliveries of the components can also cause problems in the production process. It 
can be argued that using safety stock would eliminate the disruptions in the operations but it becomes more 
complex in multi-level production systems, as insufficient amount of any component will disrupt the final product 
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production. Also, using safety stock would eliminate one of the biggest advantages of the MRP; operating without 
safety stock.  

MRP systems deal with such problems using different methods. The goal of the managers is to find out the 
operations with variability and determine the extent of this variability. In situations with variable lead times, 
concept of safety lead time is used rather than safety stock. This concept requires to order the components to 
receive before the time they will be needed; thus, eliminating the possibility of waiting for these components, or at 
least minimizing it. If there is variability in the amounts of components, a certain amount of safety stock can be 
held but the managers must carefully calculate and analyze the cost of such a safety stock. Usually, the managers 
choose to hold safety stock for the situations where the demand for the final product varies, and the safety lead time 
is not possible.  

(Wacker, 1985) presents a theoretical MRP model which includes both demand and supply uncertainties from 
quantity and timing variations. The model suggests empirical methodologies to estimate the variances of final 
outputs and components for estimates of safety stock requirements to reduce uncertainty. Wacker suggests a 
methodology for safety stock estimates to alleviate demand uncertainty for trade-to-stock organizations and 
made-to-order organizations. He also suggests methodologies to estimate safety stock for the production systems 
to alleviate supply uncertainty (Wacker, 1985). 

The managers must be sure of the lead times especially when the components are expected to reach the production 
point just before they will be used. The early component entries would be increasing the current inventory levels, 
while the late entries would delay the other operations, resulting in important losses and extra costs. Considering 
this fact, the managers choose to show the lead times longer than they are, accepting certain amounts of early 
entries. 

Choosing a lot size for orders or production is an important issue both for the dependent and independent demand 
products. Usually, the economic order quantities and economic production quantities are used to the independent 
demand products, whereas many different methods are used for the dependent demand systems, stemming from 
the fact that no method exhibits an obvious advantage over the others. 

The priority of the inventory management for both of the demand types is minimizing total of the ordering and 
holding costs. The independent demand exhibits an even distribution during the planning horizon while the 
dependent demand has a more intermittent structure and a shorter planning period. Thus, it is more difficult to 
calculate economic lot quantities. 

Andersson reports on a simulation study of hierarchical planning methods, which can be utilized in connection 
with material requirements planning. The company considered produces one final product having a complex 
structure. The factory is functionally organized. Two different cases have been studied. In the first case there were 
both seasonal and independent stochastic variations in demand and in the second case only stochastic variations 
(Andersson etal., 1981). 

A simulation experiment that compares alternative procedures for determining purchase quantities in MRP 
systems when quantity discounts are available is reported by Benton (Benton, Clay, 1982). 

3. An MRP Model 

The model introduced in this section is designed to manage a manufacturing facility chosen as a model, producing 
a large set of SKUs (Stock-Keeping Unit), along with hundreds of components going into the production process, 
and a long list of suppliers list. Before building the model, below conditions that are required to successfully and 
efficiently utilize and use the MRP system are ensured to exist: 

 Computers and software to maintain the records and execute the calculations 
 Accurate and updated 
 Main schedules 
 Bill of material 
 Inventory records 
 Integrity of the information 
The steps of the MRP model are as follows: 

The company receives the order from the customers. Following the meeting at the end of each week, job orders are 
given to the manufacturing department. Inventory manager checks the inventory levels recorded using Figure 1.  

The MRP software determines the material requirements moving back from the bill of materials recorded. An 
example of a bill of materials is shown in Figure 2.  
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Comparing the inventory levels with the resources required for the production, the inventory department 
determines the needs. The information of requirements is given to the purchasing department, using a material 
requirement slip in the Figure 3.  

The purchasing department requests proposals from 6 different suppliers which are listed in the suppliers list. The 
rule of ‘6 suppliers’ provides the purchasing department with a strong basis for comparison in its decision making 
process. The supplier information is recorded using the Figure 4. 

The performance of these suppliers are continuously recorded and tracked, based on two dimensions: Lead times 
and the quality. The quality performance is calculated in terms of the defective parts received before, and number 
of returned products in the past.  

The performance in terms of the lead times is calculated based on the comparison of the number of delayed 
deliveries of the past and the number of on-time deliveries. These scores are constantly updated. Figure 5 shows 
the track of performance for a given supplier both in quality and lead times. 

Upon receipt of the proposals from the suppliers, the software evaluates the proposals on an individual product 
base and determines the best choice of supplier for each product as shown in Figure 6.  

The purchasing department chooses the best selection of suppliers to satisfy the order and passes this information 
to the executive director. If confirmed, the purchasing department orders the products using the form in Figure 7.  

The inventory manager distributes the received products to the appropriate point in the manufacturing as the 
employee initiating the ordering process is recorded using the Figure 8.  

The entrance of the parts to the inventory is recorded as shown in the Figure 9, as well as the outflow of the parts 
either to the internal customers or to the external customers.  

The software tracks which materials are used in which products as well as from which suppliers they are provided 
from, thus, satisfying the traceability requirement of ISO standards. Figure 10 presents the form used for this 
purpose in which the specific materials can be tracked throughout its movement in the supply chain. 

4. Conclusion and Future Research 

The traditional purchasing and logistics functions have evolved into a broader strategic approach to materials and 
distribution management known as supply chain management. Information technologies as one of the biggest 
enablers of the supply chain management, is discussed in this research. MRP as one of the most vital functions of 
information technologies related to supply chain management is provided. 

Many employees are using the information provided by MRP in manufacturing companies with this system. 
Production planners, production managers, customer service representatives, purchasing managers, and inventory 
managers are some of them. The benefits of the MRP system depends heavily on the availability of the usage of 
computers which will maintain updated data about the component needs. A software developed for an MRP model 
is introduced as a part of this research. 

Accuracy has a vital role in a successful MRP system. The mistakes in inventory records or bill of material would 
result in missing parts, over-ordering of some products and under-ordering of others, deviations from the 
production schedule, all of which cause bad results such as low level of customer service, inefficient use of 
resources, and untimely deliveries to the customers. Moreover, MRP system can be difficult to utilize and 
expensive. Thus, the companies planning to use this system must carefully evaluate the benefits and the necessities 
of MRP. 

The software tracks the supply process of materials which starts with the materials requirement slip, followed by 
the proposal, confirmation, order, and inventory. 

MRP model introduced in this research and utilized has proven to improve both the production and assembly 
operations in the model manufacturing facility. Some of these benefits are listed below: 

 Low levels of in-process stocks 
 The possibility to track the component needs 
 The possibility to evaluate the capacity requirements suggested by the main schedule 
 The possibility of distributing the production time 
Future research will be conducted to enhance the capabilities of the MRP model introduced in this research and 
include the experimental results of the developed model as a basis for comparison with the current model. The 
developed model is intended to include the lead time estimations for each individual raw material in order to 
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improve the accuracy of estimates of order time. This additional feature is tended to reduce the lead times as a 
result of better planning capabilities with the extra information obtained.  

References 

Andersson, H., Axsater, S., Jonsson, H. (1981). Hierarchical Material Requirements Planning. International 
Journal of Production Research, vol.19-1. 

Benton, W., Clay, D. (1982). Material Requirements Planning (MRP) and Purchase Discounts, Journal of 
Operations Management, vol.2-2. 

Heizer, J., Render, B. (2004). Operations Management, Prentice Hall, USA. 

Lambert, D., Cooper, M. (2000). Issues in Supply Chain Management, Industrial Marketing Management, 
vol.29-1. 

Min, H., Zhou, G.. (2002). Supply Chain Modeling: Past, Present and Future, Computers & Industrial 
Engineering, vol.43-1-2. 

Minner, S. (2002). Multiple-Supplier Inventory Models in Supply Chain Management: A Review, International 
Journal of Production Economics, vol.81-82.  

Pandey, P., Yenradee, P., Archariyapruek, S. (2000). A Finite Capacity Material Requirements Planning System, 
Production Planning & Control, vol.11-2. 

Stevenson, W. (2002). Operations Management, McGraw-Hill, USA. 

Subramani, M. (2004). How Do Suppliers Benefit from Information Technology Use in Supply Chain 
Relationships? MIS Quarterly, vol.28-1. 

Şağbanşua, L. (2006). Tedarik Zinciri Yönetimi, AB Girişimcilik Kursu Destek Yayın Dizisi. 

Simchi-Levi D., Kaminsky, P., Simchi-Levi, E., (2000). Designing and Managing the Supply Chain, 
McGraw-Hill, USA. 

Taha, H., (2006). Operations Research, Prentice Hall, USA. 

Tan, K. C. (2001). A Framework of Supply Chain Management Literature, European Journal of Purchasing & 
Supply Management, vol.7-1. 

Thomas, D., Griffin, P. (1996). Coordinated Supply Chain Management. European Journal of Operational 
Research, vol.94-1. 

Wacker, J. (1985). A Theory of Material Requirements Planning (MRP): An Empirical Methodology to Reduce 
Uncertainty in MRP Systems, International Journal of Production Research, vol.23-4. 

Zipken, P., (2000). Foundations of Inventory Management, McGraw-Hill, Boston. 

 

Appendix 

 

 

Figure 1. Inventory Information Form 
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Figure 2. Bill of Materials 

 

Figure 3. Material Requirement Slip 

 

 

Figure 4. Supplier Information Form 
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Figure 5. Performance Track Form 

 

 

Figure 6. Proposal Request Form 

 

Figure 7. Order Form 
 

 

Figure 8. Ordering Employee Information Form 
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Figure 9. Inventory In/Out/Return Form 

 

Figure 10. Inventory Information Form 
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Abstract 

The research analyzes the impact of SMEs business opportunities for entrepreneurs in Jacobabad District, The 
strategic development option for local economic development, especially in the rural areas of Sindh. Data were 
collected from 300 respondents by using simple random technique. A structural questionnaire was designed to get 
the reliable results. This strategy being also known as homegrown development refers to a process of supporting 
and encouraging people to become entrepreneurs in order to enhance the economic prosperity of a community, 
first, creating the environment being favorable for creativity and innovativeness; second, encouraging 
entrepreneurship as an eligible career option through entrepreneurial education, facilitation and recognition, and 
third, developing institutional support system to entrepreneurs. The main aim of this paper is to discuss the 
economic strength of small and medium-sized enterprises (SMEs) in the economic development of Jacobabad 
District, and to explore the perception of the Jacobabad entrepreneurs about the role of institutions in 
entrepreneurship development. The analysis indicates the SMEs have had a weak economic power. Small and 
medium-sized enterprises, although numerically overwhelming, employ approximately half of the total employed 
in the City, operate continuously with financial losses, and are oriented mostly to doing business locally. 
According to the perception of Jacobabad entrepreneurs, the biggest business challenges are caused by problems 
connected to entrepreneurial environment conditions, i.e. institutional infrastructural conditions, and the least to 
inappropriate profiles and inefficiency of local work force. Drown from these findings, lessons considering the 
process of entrepreneurship development in Jacobabad District is discussed as well. It was revealed that 
government should provide facilities to the entrepreneurs, credit and market facilities. It was further revealed that 
Rural people are facing lot challenges specially their women who are engaged in Small and Medium enterprises 
business.  Rural women is more innovative once they are engaged in SMEs business, these illiterate women have 
more innovative designing of various suits, local handicraft, and other SMEs businesses.  

Keywords: Entrepreneurship, Development, Jacobabad, Sindh 

1. Introduction 

The first part of current research paper highlights the various aspects of SMEs in terms of Entrepreneur 
development and their impact on the Growth of SME business and their contribution to Pakistan economy by suing 
various data indicators. Finally, conclusions and suggestions about the SMEs business growth and possible 
solution on export oriented products which can be marketed in Globalize world of business. Economic 
development refers to a qualitative process that describes changes in the overall economy aiming to enhance the 
economic well-being of a community regardless of its size. In economic literature, economic development is 
frequently described as being a three-legged stool where each leg represents one economic development strategy. 
The first leg usually refers to business attraction; the second one to business retention and the third one to 
entrepreneurship development. However, because this analogy assumes the existence of equality and separation 
among economic development strategies, more useful analogy is that of a pyramid as Dabson (2005) pointed out 
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Definition of SMEs in Pakistan 

The Pakistan SMEs are engaging in wide rage of business activities in agriculture, mining fishing industry 
/manufacturing, construction retail and whole sales and services in rural urban and estate setting by servicing local 
and international. They are active in most of the industry sub sectors such as agricultural inputs/outputs business in 
rural areas to food and beverages business in city up to more advanced light engineering sectors such as computer, 
chemical machinery. Apparel and person show or are run by few family individuals, usually relatives, friends or 
business partners who take most of the decisions. Usually no distinction between private and business assets and 
subjective and personal factors play a large role in decision making. The personal stakes of Pakistan SMEs have in 
their business are much higher than those of corporate executives in their companies. This enhances the attendant 
and commits entrepreneurs even more strongly to the success of their enterprises. Most Pakistani SMEs in 
informal sector are reposting very low productivity and income therefore owners and worker are working poor 
high income and decent life for workers and owners this wide variation of diversity turnover/revenue, 
sophistication, innovation, productivity and growth orientation due to this complexity it is very hard to defines 
SMEs overtime in Pakistan and currently nationally acceptable single definition is not available. There are very 
many definitions available based on assets, employees skills capital turnover/revenue in local and exports markets, 
sophistication, and innovation productivity and growth orientation. But most of these definitions are made 
according to organizational needs and purpose of interests about SMEs. Financial institution public sector 
authority non-government organizing (NGOs) Trade and industry chambers international organizations 
researchers SMEs such as criteria selection Most of these organization used various terms for SMEs such as Small 
and Medium Scale Industries (SMEs) Micro Enterprises (Mes), Rural Enterprises (Res), Small and Medium Scale 
Activities (SMAs), Cottage and Small Scale Industry (CSSI), Informal Sector Activities (ISAs), Micro and Small 
Scale Activities (MSSA) etc, Generally, enterprise is defined as any business activity or entity engaged in industry 
agri-business and /or services whether singles proprietorship, partnership or corporate venture. This enterprise 
definition is universally accepted around the World .The following table shows most popular definitions of SMEs 
available in Pakistan. 

2. The Role of SMEs in Economic Development of Jacobabad  

The term small and medium-sized enterprises (SMEs) refers to the business based on legal and physical persons 
(companies, craftsmen and others) who, independently and permanently, pursue the allowed activities to gain 
profit, i.e. the income on the market. SMEs actors can be categorized into micro, small and medium-sized 
enterprises. Micro enterprises have less than 10 employees per year, small enterprises have less than 50 employees 
per year, and medium-sized enterprises have less than 250 employees per year. A precise definition of micro, small 
and medium-sized enterprises is provided by the Small and Medium Business Development Authority 
(SAMEDA-2009). A brief analysis of SMEs and their contribution to the development of Jacobabad District that 
follows in the continuation of this paper is based on survey-2009-10 on active enterprises. In the size-class 
structure of the Jacobabad enterprises, small enterprises are dominating (see table 1). Their share has been 
stabilized at the level of approximately 95%. The share of large enterprises accounts approximately 2%. The rest of 
100% belongs to medium-sized enterprises. 

Work done by McMillan and Woodruff (2002) pointed out to their role that they have in transformation of the 
economy from the centrally planned to market economy. However, some of scholars raised doubt about their role 
in assisting growth and promoting innovation since SMEs, as they said, are more engaged in their survival on a 
day-to-day basis (Grey, 1998). The European Union (EU) has the same size-class structure of enterprises. 99% of 
total enterprises in the EU are small enterprises (0-49 employees), less than 1% is medium-sized (50-249) and only 
0.2% is large enterprises (250+). 

Data Collection Methodology 

Data were collected from 300 SMEs entrepreneurs by using simple random technique a structural questionnaire 
was design as an instrument tool for measuring the SMEs performance in Jacobabad. Data were analysis by using 
E-Views 6 statistical software.  

The share of long-term asset and long-term financial asset of small and medium-sized enterprises in the total asset 
of Jacobabad entrepreneurs accounted 24.38% and 23.11% respectively in 2004. Such shares of assets indicate that 
economic power is still concentrated in large enterprises. Financial power of enterprises by size-class is shown in 
table 3. Only large enterprises operated financially efficient. 

Poor Financial Results of SMEs are connected with their Poor Export Aggressiveness  
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In this research, entrepreneurs are more willing to emphasis the issues of macroeconomic characters and to express 
dissatisfaction with the general national framework conditions. However, entrepreneurs should not forget that they 
are the key of productiveness, competitiveness and export expansion as well as of better business results. Only 
with on-going investments in knowledge and skills of their employees, innovativeness of the whole business 
operations and products, new value added creation in all phases of business processes, and with meeting the 
excellence in them, it is possible to make products that are market demanded on the global market, and that are 
competitive regarding their quality and price.  

3. Towards Entrepreneurial Management of the Jacobabad  

Entrepreneurship development is a process of supporting and encouraging people to become entrepreneurs 
whereby entrepreneurship policy and programs aimed to create a favorable and supportive entrepreneurial 
environment within creativity, diversity, tolerance and on-going innovativeness will be encouraged; promote an 
entrepreneurship as an eligible career option and in general to develop entrepreneurial culture; develop an efficient 
and effective institutional support system to entrepreneurs. An important step in entrepreneurial management 
represents understanding the issues with which entrepreneurs have been facing. It can guide the local 
entrepreneurship policy and programs. Enhancing the quality of entrepreneurial environment is especially 
important task; the more favorable and supportive the entrepreneurial environment is the more number of 
entrepreneurs will base their growth and development on export strategy.  

Perception of entrepreneurial environment quality in the Jacobabad District 

The term "entrepreneurial environment" refers to a mix of factors that influence the development of 
entrepreneurship. According to GEM, entrepreneurial environment or entrepreneurial framework conditions are 
described by contextual factors such as: financial support, government policies and programs, education and 
training, R&D transfer commercial and legal infrastructure, internal market openness and competitiveness, access 
to physical infrastructure as well as cultural and social norms. These conditions are also evaluated for Croatia and 
their quality is compared to other GEM countries. According to Croatian experts that were interviewed in the 
frame of GEM research and whose opinions were served as a basis for evaluation, entrepreneurial framework 
conditions have been mostly unfavorable; however, in 2005 and 2006 compared with previous years, improvement 
in quality of the conditions are noticed (see Singer at al., 2006; 2007). Slightly more than 50% of respondents 
assessed that the entrepreneurial framework conditions in the Jacobabad District are bad or very bad, while only 
19% that they are good or very good. The most important challenges in their operation are the challenges 
associated to institutional infrastructure of entrepreneurial environment (figure 1), and the least ones to inadequate 
profile of labor force. Baumol (1990) pointed out the importance of institution in creation of so called “rules of 
game” and in fostering the entrepreneurial activity in a country. Sautet (2005) emphasized that institutions are vital 
to the expansion of entrepreneurial activity, which is at the heart of the process of development and economic 
growth. According to Sautet, quality of institutions is the main determinant of productive entrepreneurship. 
Dallago (1997) tested the importance of institutions in a transitional setting and he concluded that social 
institutions have more important role in economic performance and economic growth through allocation of 
entrepreneurs on productive and unproductive, than the entrepreneur supply alone has. Many scholars who 
explored the role of institutions in entrepreneurship indicated its importance as well (e.g. Hart, 2003; Dallago; 
2005; Aidis and Estrin, 2005). Thus, it is important to evaluate the efficiency and effectiveness of institutions and 
their contribution to the entrepreneurship development and economic growth.  

4. Conclusion 

This research explores the performance of SMEs business in Jacobabad District. Rural people are facing lot 
challenges specially their women who are engaged in Small and Medium enterprises business. Rural women is 
more innovative once they are engaged in SMEs business, these illiterate women have more innovative designing 
of various suits, local handicraft, and other SMEs businesses. Rural people are facing with poor economic 
situations at the beginning of 21st century. It was also observed that most of the women have been killed in Karo 
Kari and those feudal lords are saying honour killing. In these situation rural women is still self dependent and 
feeding their whole family. Thus, the economic gap between these cities and Jacobabad has becoming increasingly 
larger. Formulation and implementation of entrepreneurship development strategy can contribute to community’s 
faster and more qualitative development. Since entrepreneurship development strategy is directed to a process of 
supporting and encouraging people to become entrepreneurs in order to enhance the economic prosperity of a 
community, it is suitable for development of rural or depressed areas as it is the region Slavonia and Baranja. The 
entrepreneurship development depends on the quality of entrepreneurial framework conditions, including in which 
extent the environment and entrepreneurial climate support creativity, diversity, tolerance and continuous 
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innovativeness, in which extent ‘can-do’ mentality has been developed (in a sense are people willing to accept risk, 
what they think about business failures), and how efficient and effective is the institutional support. The brief 
analysis conducted in this paper indicates that the SMEs have had a weak economic power. Even tough they are 
numerically overwhelming; they employ approximately half of the total employed in the City, operate 
continuously with financial losses, and are oriented mostly to doing business locally. According to the perception 
of Jacobabad entrepreneurs, the biggest business challenges are caused by problems connected to entrepreneurial 
framework conditions, i.e. institutional infrastructural conditions, and the least to inappropriate profiles and 
inefficiency of local labor force. Drown from these findings; we can conclude that entrepreneurial management 
system of the Jacobabad District should be redefined and that the synergic effects failed.  
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Table 1. The size-class Structure of Jacobabad Enterprises 

 Number of enterprises  Share portion in % Economic 

 Small Medium-sized Large Total Small Medium-sized Large 

2002. 600 60 33 693 45 10 5 

2003. 711 61 36 808 47 11 4 

2004. 714 64 37 815 50 09 5 

2005 800 70 40 910 52 09 4 

2006 813 72 42 927 51 08 5 

2007 1100 78 42 1220 52 09 6 

2008 1200 81 45 1326 53 10 5 

2009 1260 89 48 1397 54 09 4 

Source: Survey 2009-10 

 

 

 

 

 

 

 

 

Table 2. Number of Employees (Situation at the end of period)  

 

Average number of employees 

Total 

Share portion in % 

Small Medium-sized Large Small Medium-sized Large 

2002. 769 277 40 1086 31.65 20.00 48.35 

2003. 972 328 76 1376 35.00 19.00 46.00 

2004. 214 401 71 686 36.50 19.56 43.94 

2005 316 522 61 899 40.00 20.00 44.66 

2006 786 554 71 1411 41.00 21.00 45.90 

2007 765 576 67 1408 42.00 22.00 46.00 

2008 842 600 88 1530 43.00 23.00 44.00 

2009 888 611 84 1583 43.5 24.00 43.00 

Source: Survey-2009 
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Table 3.The basic financial indices of Jacobabad District entrepreneurs by size-class 

  Small Medium-sized Large 

  Earning Loss 
Financial 
Result Earning Loss 

Financial 
Result Earning Loss 

Financial 
Result 

A 632.38 779.28 -146.90 758.06 623.75 134.30    

B 0.66         

C 61.68 313.04 -251.36       

D 3719.48 4117.58 -398.10 614.47 2580.74 -1966.27 30031.09 11181.33 18849.76 

E       330.78  330.78 

F 1178.54 1074.41 104.12 620.27 0.00 620.27 3072.18  3072.18 

G 7247.29 19294.78 -12047.49 2174.52 295.63 1878.89 10592.39 591.59 10000.80 

H 124.35 675.98 -551.63  1531.20 -1531.20 0.00   

I 582.80 327.79 255.01 69.31 564.07 -494.76 248.54  248.54 

J 437.56 8440.42 -8002.86       

K 3955.92 1636.82 2319.10 688.58 20765.30 -20076.71    

M 75.61 4.81 70.80       

N 14.26 0.17 14.09       

O 687.59 262.47 425.12 7.63  7.63 125.68  125.68 

Total 18718.12 36927.54 -18210.09 4932.84 26360.69 -21435.48 44400.66 11772.92  

1. Source: Survey-2009 

2. Code: A – agriculture, hunting and forestry; B – fishing; C – mining and quarrying; D – manufacturing; E – Electricity, gas and water 

supply; F – construction; G – wholesale and retail trade, repair of motor vehicles, motorcycles and personal and household goods; H – hotels 

and restaurants; I – transport, storage and communication; J – financial intermediation; K – real estate, renting and business activities; L – 

public administration and defense, compulsory social security; M – education; N – health and social work; O – other community, social and 

personal service activities  

 

 

 

 

 

 

 

 

Table 5. Income generated abroad by size-class of Enterprises in 2009 

  
  

  
Small Medium-sized Large  

Share portion in % 

Large Medium-sized Small 

A 108.93   0.04     

B          

C          

D 8123.73 3426.51 228561.87 2.90 1.22 81.68 

E          

F 405.89 462.26 877.77 0.15 0.17 0.31 

G 15378.33 2891.13 9806.15 5.50 1.03 3.50 

H 62.67 6.96  0.02     

I 2887.31 2985.97 1559.06 1.03 1.07 0.56 

J          

K 1426.41 519.96  0.51 0.19  

M          

N          

O 210.74 112.75  0.08 0.04  

Total 28604.02 10405.53 240804.84 10.22 3.72 86.06 

Source: Survey-2009 
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Code: A – agriculture, hunting and forestry; B – fishing; C – mining and quarrying; D – manufacturing; E – Electricity, gas and water supply; 

F – construction; G – wholesale and retail trade, repair of motor vehicles, motorcycles and personal and household goods; H – hotels and 

restaurants; I – transport, storage and communication; J – financial intermediation; K – real estate, renting and business activates; L – public 

administration and defense, compulsory social security; M – education; N – health and social work; O – other community, social and personal 

service activities  

 

 

 

 

 

 

 

 

Table 6. Prerequisites of SMEs development in Jacobabad (entrepreneur perspective) 
Prerequisite  Mean 

Corruption elimination 4.68 

Reduction of informal economy  4.67 

Different and numerous financial sources  4.35 

Easier loan procedures 4.27 

Local government concern 4.24 

Cooperation among entrepreneurs  4.13 

State government concern 4.13 

Protection from foreign competition  3.75 

Source: Survey-2009 
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Abstract 

Global production network has become the main competitive force on the micro level in the process of 
globalization, which is monopolized by transnational corporations. After the transfer of manufactures from 
developed countries to developing countries, global transfer turns to service industry, especially the transfer of 
knowledge intensive services such as financial services, professional services, information services, research and 
development and technology. The paper constructs a framework to analyze the network and its impact on 
globalization and how China's knowledge intensive service industry has developed by being involved in the 
global service network. It draws the conclusion that by involving in global service network, which incorporates 
knowledge transfer mechanism, the developing countries can acquire later-comer advantage and develop their 
industry in some period, but the lock-in trap would be damage to their further development.  

Keywords: Knowledge Intensive Service Industry, Global Service Network, Transnational Corporations, China 

1. Introduction 

In many parts of the world the production of output is changing from a machine or manufacturing economy to an 
information economy and from an industrial to a service economy. Global production network(GPN), which is 
monopolized by transnational corporations(TNCs),has become the main force competing with each other in the 
process of globalization. 

Gereffi proposed the concept of global value chain (GVC) and classified GVC as producer-driven and 
consumer-driver. He also systematically organized the study of the pattern and the mechanism of industrial 
upgrading.(Gereffi,1999) Ernst constructed a model of the global production network, which he defined as series 
of enterprises which produced and provided production and service. He applied the model to analyze the global 
transfer of manufacture such as the information industry.(Ernst,1999) Based on his research, Ernst found that 
flagship not only outsourced manufacture but also high-end knowledge intensive sectors. At the same time, the 
effect of the global production network on knowledge diffusion was neglected, especially its effect on 
knowledge intensive supporting services and knowledge diffusion to low cost areas. Ernst also thought it was 
necessary to focus research on the widely dispersed knowledge intensive service industry, which was closely 
related to production. (Ernst,2000) Even though the service industry has no formal R&D, it can bring learning 
and innovation, and so the service industry should be incorporated in this framework. 

There is extensive research on knowledge intensive service industries worldwide. Wiles, Windrum, 
Tomlinson,among others, defined knowledge intensive service industry and classified them.(Miles,1997; 
Windrum, Tomlinson, 1999) Weijiang and Muller explored the basic theories about service innovation and the 
innovation of knowledge intensive service industry. They undertook research on the innovation patterns and 
paths of the knowledge intensive service industry and discussed the role of the knowledge intensive service 
industry on the national and regional innovation system.(Weijing,2004; Muller,2001) Strambach discussed the 
knowledge intensive service industry as the carrier of knowledge transfers.  (Strambach,2001) Penato and 
Arianna analyzed the development of the knowledge intensive service industry from the aspects as inner 
relationship (including formal and informal organization structure), exterior relationship (including exterior 
environment, customers and competitors) as well as the relationship between inner network and exterior network. 
(Penato, Arianna, 2003) The above researches focus on the definition, the classification and the characteristics of 
knowledge intensive service industry as well as its role in knowledge transfer and innovation system, but no one 
talks about the development of the industry with the progress of globalization and global industry transfer. 

2. The formation and the basic structure of global service network  

With services sectors, especially knowledge-intensive service sectors being higher value added sectors, more and 
more service-oriented multinational companies break down the service industrial chains and transfer parts of 
them to developing countries to make full use of the cheap labor resources along with high technology. This 
forms a global service network (GSN) with the service-oriented multinational corporations from developed 
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countries as the core. With their control of high technology and market resources they establish market control. 
There are also high and low level suppliers. (refer to Figure 1). 

The global service network is led by multinational companies from developed countries such as the United States, 
Europe, Japan and other developed countries. Their competitive advantage comes from the experiences and 
methods developed in highly advanced service market in the home countries, day-to-day accumulated resources, 
long established reputation and image of the companies gained in fierce international competition and abundance 
of high-level human capital. For better allocation of resources in world competition, the flagships transfer parts 
of their knowledge-intensive service industries to developing countries. The United States controls about 
two-thirds of the world markets, Japan and Europe about one-third and the receiving countries are mostly from 
Asia. Currently there are many countries that receive transfers of knowledge-intensive service industries from 
multinationals in United States, Europe and Japan. They include Russia and Ireland in Europe, Mexico in North 
America, Argentina in South America, China, Korea, India, the Philippines, Malaysia and Singapore in Asia, The 
Czech Republic, Romania, Hungary and Estonia in Eastern Europe as well as Israel and several Caribbean 
countries.(refer to Table 1) 

The service providers in the global service network can be classified into two types. The first type is countries 
who receive the transferred knowledge-intensive service industries via the transfer of the manufacturing sectors. 
After the establishment of the manufacturing sectors, the demand for services that support manufacturing 
especially producer services increased. The function of high and low level suppliers in the global production 
networks extend from manufacturing to design and includes product development and design and even R&D, 
which in turn necessitated the transfer of knowledge intensive service industries. The major countries that 
received such transfers were China and Philippines. The second type are production facilities in countries who 
directly undertake the transfer of knowledge intensive service industries from developed countries and thus 
integrated into the global service network, such as India and Ireland. 

The characteristics of receiving countries are, first, an intelligent, well-educated and creative human resources 
base. Second, the countries have low labor costs. The salary of technical and management staff in newly 
industrialized countries is about one tenth to one seventh of those in the same position in Britain and the United 
States.(Note 1) IBM, for example, pays a programmer 56 U.S. dollars per hour, while in China it pays just 12.5 
U.S. dollars per hour.(Note 2) The third, in the way of industrialization these countries improve their 
infrastructure, business climates and technical conditions. All of these provide material conditions for their 
capability to provide services. 

3. The development of knowledge intensive service industry in China by engaging in global service 
network 

3.1 The global transfer of knowledge of intensive service industry 

An indication of the rapid spread of the transfer service industry is the dominant role played by the industry in 
foreign investment. With the global expansion and growth of investment in knowledge-intensive service 
industries such as finance, insurance, information, accounting and legal services to facilitate global trade, the 
structure of world trade in services changed a lot. The cross-border investment of the service industry and the 
rapid growth of the knowledge-intensive service trade accelerated the international transfer of 
knowledge-intensive service industries. Outsourcing in the market for global software and information services 
is increasing in the rate of 20% yearly, increasing from 510 billion U.S. dollars in 2003 to 2 trillion U.S. dollars 
in 2010. It covers finance, insurance, health care, human resources, asset management, customer relationship, 
marketing and so on.  

3.2 China engaging in global service network 

The transfer of manufacturing processes by transnational companies increased the demand for service industry 
transfer. Service companies had to move globally to provide services and support networks. The global transfer 
of services provided an opportunity for developing countries such as China to engage in the global service 
network. As a result China’s service network developed rapidly. 

In the software industry, for example the flagships in the global software network are multinational companies 
from the top three countries of the U.S., EU and Japan, such as Microsoft, IBM, HP and so on. The United States 
has for a long time been the leader with core technologies and ability to set standards. Transnational corporations 
from the United States monopolized more than 90% of the infrastructure software in the world. With the 
international division of labor in software industry, the software multinational companies from the United States, 
EU and Japan transfer domestic production to low-cost developed countries and developing countries, providing 
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an opportunity for these countries to participate in the global software market. With the expansion of the service 
markets, the production chains transferred by the flagships increased and as a result the local service providers 
expanded their capabilities in areas such as application and infrastructure management, consulting, systems 
integration and software services. Flagships began to specialize their operation in different countries. For 
example, instead of establishing research institutions in all countries as before, they develop software in R&D 
centers in selected countries. On the other hand, the flagships kept the core and high-end technology in home 
country in order to maintain innovative capability and competitiveness. 

The software vendors from India, Ireland and so on grew up rapidly by undertaking businesses transferred by 
flagships. They are the second layer in global software network and countries having strength in software 
industry. In addition to India and Ireland, China, Russia, Brazil, Vietnam, the Philippines and other emerging 
countries have the option of transferring software services because of their high level of education and low 
wages, and they constitute the third layer in global software network. The software vendors in this layer are 
mostly engaged in the low value-added production chains of software industry but with great potential for 
development. 

As a country in the third layer in the global software network, China was slow in undertaking the transferred 
software businesses, but is now growing rapidly. In the first quarter of 2008, the scale of domestic software 
outsourcing market reached 3.927 billion RMB Yuan with a year-on-year rise of 25.27%. At present, the 
software industry in China is still behind that of countries in the second layer such as India and Ireland. The 
overall size of China’s software market is also small and in the early stage of development, but with its unique 
advantages many transnational corporations are considering it as a strategic center. 

There are mainly three ways for China to participate in the global software network. The first, China undertakes 
businesses through the subsidiaries set up by foreign multinational companies or the offshore development center 
(ODC) in China, the value of which is largest. Multinational companies such as IBM, Microsoft, HP all transfer 
their own software business or that from the global headquarters. In addition the R&D centers in China by 
foreign multinational companies are also the important sources for China to undertake the transferred software 
industry. Currently the software businesses transferred from the U.S. market are through the R&D centers of 
American multinational corporations in China. The second is to undertake business directly from contractors or 
foreign subcontractors.  The volume of this business is large, but the value is low. The third is to undertake 
businesses through service agencies. 

3.3 The benefits from engaging in global service network 

Engaging in global service network has greatly aided the development of the service industry in China. The 
benefits are the following. 

First, engaging in the global service network is an important way for China’s service companies to acquire 
advanced foreign technology, management experience and access to international markets. 

Set using software industry as an example. Flagships in the software global production network have formed 
matured system of enterprise technology standards. Meeting its technical standards is the prerequisite to 
undertake the transferred businesses and become a software provider in software global production network. 
Through participation in software global production network, domestic software companies can learn foreign 
advanced technology and gain management experience, as well as upgrade the professional necessary skills to 
complete businesses in industrial chain. For example, HP China provides solutions and industry experience for 
partners in the procurement from and transferring businesses to China, which helps to improve the capabilities of 
China's software companies. After being the software outsourcing company of E5Systems, Kingdee established a 
"software factory" with 3000 employees in Shenzhen with the assistance of E5Systems, which is responsible for 
the software outsourcing business in North American market. The subsidiaries set up in China by software 
flagships from the European countries and the United States to cope with the transfer of businesses provide 
matured business model for Chinese software enterprises. The operation centers set up by Indian suppliers in 
China brought improved procedures and technologies with spillover effects. In addition, the R&D centers set up 
by multinational companies in cope with the transfer of businesses further enhanced the strength of the software 
industry in China. 

To meet the standards of flagships and improve the quality of businesses, software companies in China achieve 
all kinds of certifications, which enhance their level of project management and process management capabilities. 
Since Neusoft Co., Ltd. passed assessment of the CMMI Level5 in 2004, China has become the fourth country 
with CMMI Level5 certification after the United States, India and Japan. By the end of 2006 38 software 
enterprises have achieved CMM5 (including CMMI5) certification in China. 23 enterprises achieved CMM4 
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(including CMMI4) assessment, and more than 200 software enterprises achieved CMM3 (including CMMI3) or 
above assessment. In addition 2136 enterprises achieved systems integration qualification. 

Secondly, there is a big improvement of China's service industry in general. 

The software industry in Beijing, Shanghai, Guangzhou, Shenzhen, Dalian, Hangzhou, Xi'an and other places 
developed rapidly. Dalian and Xi'an serve mainly the Japanese market. Beijing and Shanghai began to open the 
European and American markets. Shenzhen and Guangzhou serve mainly Southeast Asia, Hong Kong and 
Macau. The model set up by the software industry in Shenzhen and Hong Kong gets orders in Hong Kong and 
does development in Shenzhen. There were more than 700 software companies in Hong Kong, of which more 
than 200 set up branches in Shenzhen, thus forming the model of “shop in front and factory at back" for the 
software industry. The average growth rate reached 40% during the 10th Five Year Plan Period. A clustering 
effect is evident as there are 11 national software industry bases concentrated in Beijing, Shanghai and other 
cities, six national software export bases, 29 the State Torch Program software industry bases  and 172 
state-level key software companies, and 41 export-oriented enterprises. In 2007 the contracted software exports 
was almost 1.9 billion U.S. dollars (not including embedded software), an increase of 64.89% comparing to the 
same period in 2006. There were 1179 registered software export enterprises. The software export markets are 
diversified. In 2007 the number of export markets (regions) reached 94, 35 more than that in 2006.  

Thirdly, the service companies in China enhance their abilities by engaging in global service network, moving up 
to high value-added industry chains. Some companies even construct their global service networks.  

With the software businesses transferred from Japanese market as an example, the Japanese companies initially 
only transferred the coding businesses to China’s software enterprises in order to reduce costs. This enabled 
China’s software enterprises to participate in software development by learning software knowledge and 
management experience from Japanese companies. By a deeper understanding of the needs of their Japanese 
customers, Chinese enterprises are able to complete large-scale developments. Finally, by further enhancing their 
technical capabilities and management, Chinese enterprises are now able to completely undertake the transferred 
businesses from Japanese customers. The software development projects performed by Chinese companies are 
mainly for the European and American market, which indicates the software industry is, with its accumulation of 
experience and enhancement of capability, moving up to the high and middle end of the industry chain. The 
business undertaken by China's software industry is in financial services, telecommunications, and software 
localization and so on, and is gradually moving up to the high value-added industrial chains of the software 
industry.  

In addition, the service vendors in China are gradually becoming aware of the importance of brand, and the 
industrial clustering effect is also increasingly obvious. With the strengthening of international competitiveness 
of the whole industry, the service industry in China develops rapidly.  

4. Conclusion 

The global service industry, which acts as the knowledge organization and transfer point has tremendous 
spillover potential for the developing countries. And, based on the above analyses, the knowledge intensive 
service industry in developing countries such as China are achieving rapid development and acquiring 
late-comer advantage by engaging the global service network. To realize that the competition in world economy 
shifts to the framework of global network monopolized by the transnational corporations is important for 
developing countries. When they are involved in such a network, they can better implement the strategy of being 
close to flagships and moving up to the high value-added chains. At present, the global knowledge intensive 
services market is controlled by the translational companies from the United States, Europe and Japan. By being 
closer to flagships, more advanced technical expertise, marketing concept and scientific management experience 
can be learned. By participating in the strategic alliance of flagships, China can undertake more knowledge 
intensive service industries like financial services, information services, computer applications, and move up to 
the upstream of the value chain with high added value components as software development, research and 
development, product design, financial accounting and financial background services. 

There are also risks if the developing countries rely too much on the relationship between transnational 
corporations as the flagship and suppliers. The lock-in effect may be barrier for developing countries when they 
are on their way of industry upgrading. China is in the dilemma. China has developed its manufacturing a lot by 
engaging in global production network, but now it is hard for it to make further progress in industry upgrading. It 
is also one of the questions left for further research. 

The last of the big tasks for China is to improve its own competitiveness. In order to attract the international 
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transfer of knowledge intensive service industries and make full use of spillover effects, China's knowledge 
intensive service firms need to strengthen their competitive ability. The effective way to international recognition 
is to achieve industrial assessment such as CMMI, CMM, PCMM, ISO27001/BS7799, ISO20000 and SAS70. It 
is also very important to have abundant talents. When it is time for China to be the flagship and build its own 
networks, having enough talents will be fatal in the global competition. 

Global service network has provided a new path for the global competition and cooperation. How developing 
countries can make full use of this mechanism on their way to upgrading industries and sustain their 
development, especially for countries as China, whose manufacturing sector has been engaged in such a structure 
for a long time and faced the dilemma is a question for further research. Also more research is needed on the 
reciprocal effect between manufacture sector and service sector, and its role in structural adjustment of industries 
in a country. 
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software development. The core of it is to look software development as a process, then supervise and research 
on the software development and maintenance according to the principle, thus make it more scientific and 
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Net, January, 2008. (in Chinese) 

Note 10. The data is from Shanghai Software Export Enterprises are No. 1 in China, Economic Daily, March 
1,2007. (in Chinese) 

Note 11. The data is from Cheng Dong.2006.Software and Information Service Export Contributes A lot in 
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Table 1. The types of knowledge intensive service industries in different countries 

Countries KIS Countries KIS 

Ireland The center of software outsourcing in Europe Korea Cartoon, games 

Russia Software China Software outsourcing, data processing 

India Call center, software development, engineering 

and design, background design and data input 

Philippine Call center, cartoons, data input, medical 

image processing  

Israel R&D center, software Singapore  Asian information port, background 

support of financial services 

Malaysia Background process, customer service, 

information of ASEAN 

The Caribbean Data input,  call center 

Source: compiled by the author. 

 

 

 

 

 

 

 

Figure 1. the Global Service Network Led by Multinational Corporations from Developed Countries 
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The service providers from Taiwan, China, India, Philippians, 
Ireland, the East European Countries as the Czech Republic 
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Abstract  

Ethics and ethical behavior are issues which are increasingly being focused on the business community today. 
People are becoming more concerned about what is actually happening in business organizations in the name of 
competition, growth, and profitability. Organizations are crossing the red zone of ethics and ethical behaviors. A 
growing number of organizations are constantly surveying and evaluating the unethical practice in business 
organizations worldwide. The purpose of this paper is to examine the importance of ethical practices and how to 
implement those ethical practices in business organizations. It is empirically proved that ethical practices in 
business organizations help to create favorable relationships with other organizations and can also establish 
long-term positive relationships with existing and potential future customers. Descriptive and analytical research 
methodology is applied in this research paper. The findings of this paper is that it is very essential to have a code of 
business ethics in every business organization and this code of business ethics must be implemented in the 
organization in objective and effective way.  

Keywords: Ethics, Business Organizations, Code of Ethics, Ethics in Islamic law, Customer Satisfaction, 
Customer Loyalty 

Introduction 

At the present time, governments and stakeholders in business organizations are emphasizing on the code of 
business ethics. Business ethics managers also do not deny the importance of having a code of business ethics to be 
complied with by the employees of business organizations. Every year many cases of unethical practices take place 
in different business organizations world wide. That is why academic scholars and corporate practitioners are also 
worried about the increasing number of unethical practices occurring in business organizations. 

Academic scholars are writing a lot of books on business ethics and asking business managers to practice 
themselves and to implement those ethical principles in their organizations. Universities in almost all countries in 
the world are teaching ‘business ethics’ as a compulsory or elective course to their students. They believe that 
today’s students are future managers and executives of different business organizations. So, they should know the 
importance of business ethical principles starting from their student life. 

Governments of different countries are either preparing a code of business ethics and asking business 
organizations or associations to implement it properly among employees or asking business organizations to 
prepare their own code of business ethics and to implement it in their organizations properly. The later is known as 
self-regulation and implementation of business ethics in business organizations on their own initiative. But the best 
way to implement business ethics is for the government to prepare a code of business ethics in consultation with 
the association of business organizations and asking them to implement those ethical principles effectively and 
completely. The government should have a monitoring branch to monitor the implementation of the ethical 
principles in business organizations and if needed to take legal action against business organizations which do not 
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implement the code of business ethics or show negligence in implementing (of - delete) business ethics. So, the 
monitoring branch should have legal powers to impose penal provisions under subsidiary laws. 

Unethical practices in business organizations cause enormous harm to stakeholders of business organizations. The 
best example is the sub-prime loans given to borrowers in the US in 2008 which brought down the economy of the 
US and also badly affected the economy of the whole world (Ebrahim, 2008; Siddiqi, 2008). The economy of the 
whole world suffered from serious economic slow down, thousands of employees became unemployed, and 
investors lost billions of dollars and so on.  

It is very important that business organizations practice universal business ethical principles to ensure the best 
practice and best governance in business organizations. Proper implementation of business ethics in organizations 
can ensure maximization of lawful profits and effectively protect the interests of all stakeholders of business 
organizations including corporate social responsibility of business organizations about which much has been said 
and written by academic scholars (Sealy, 1987, 2001; Petrini and Pozzebon, 2009; Blumberg, 1970; Machan 2009). 
This eventually can ensure a viable and competitive business environment worldwide and such a viable and 
completive business practice is very much needed in the world of business as well as in the capital market. The 
authors sincerely believe that preparing and implementing a code of business ethics is of paramount importance in 
the business and capital market in the world at the present time as well as for the future. The contents of business 
ethics may vary from country to country. However, we believe that there are some universal ethical business 
principles which all the countries in the world should incorporate in their code of business ethics. As stated in the 
abstract, descriptive and analytical research methodology is applied in this research to discuss the importance of 
having a code of business ethics and a mechanism to properly implement the code of business ethics within 
business organizations. The overall objectives of this research paper are: 

(1) To determine the importance of ethical behavior in business organizations. 

(2) To determine the possible contents of a code of business ethics;  

(3) To recommend ways how to implement this code of ethics in the business organizations.  

Literature Reveiw 

Ethics and business ethics 

The word ‘ethic’ comes from the Greek word ethos, which means “the character, custom or a set of moral behavior 
that is accepted extensively.”  According to Solomon (1984), the etymology of ethics suggests its basic concerns 
are: (1) individual character, including what it means to be “a good person,” and (2) the social rules that govern and 
limit our conduct, especially the ultimate rules concerning right and wrong, which we call morality. Ethics also can 
be defined as the conception of what is right and fair conduct or behavior (Carroll, 1991; Freeman and Gilbert, 
1988). Ethics is the concept of morals; one’s ability to choose between right and wrong, good and bad, acceptable 
and unacceptable (Desjardins, 2009; Valasquez, 2009). 

The concept of ‘Business Ethics’ has come to mean various things to various people. Velasquez (2009) identified 
business ethics as a specialized study of moral right and wrong; whereas Garrett (1970) defined business ethics as 
the relationship of business goals and techniques to specifically human ends. It studies the impacts of acts on the 
good of the individual, the firm, the business community, and society as a whole. According to Weihrich and 
Koontz (1994), business ethics is concerned with truth and justice and has a variety of aspects such as the 
expectations of society, fair competition, advertising, public relations, social responsibilities, consumer autonomy, 
and corporate behavior in the home country as well as abroad. Business ethics is the standard of conduct and moral 
values governing actions and decisions in the work environment (Boone and Kurtz, 2005) and it is based on broad 
principles of integrity and fairness and focuses on stakeholders’ issues such as product quality, customer 
satisfaction, employee wages and benefits and local community and environmental responsibilities. In business 
organizations, managers debate on this issue because there is no single satisfactory standard of ethical action 
agreeable to everyone that a manager can use to make specific operational decisions (Laczniak, 1983). However, 
there are people who see business ethics as important as the profit the organization derives. Besides, many people 
believe that talking about ethics, values, integrity, fairness is not only acceptable in the business community but it 
is practically required (Stodder, 1998). Consequently, management practitioners should continue to focus attention 
on the ethics climate in their organizations because of their unique responsibilities. Ethical considerations 
conspicuously affect business organizations of all sizes as they affect all forms of human activity. A question exists, 
however, concerning similarities and differences in the ethical concerns and attitudes prevailing in large and small 
companies.  
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Contents of business ethics 

‘Ethics’ can be understood in Islamic terms as haya, the state of respect and practice of good deeds. Islam provides 
a climate of work within which ethics is not separated from economics. Islamic ethical principles determine 
individual choices, based not only on profit maximization, but also on the maximization of social welfare 
(Pramanaik, 1994). So as a Muslim, ethics should be reflected on each Muslim’s behavior in every aspect of his or 
her life, meaning that, we have to internalize the ethics. The internalization of ethics involves knowledge of ethical 
practices in a business organization; awareness of those ethical principles which are to be transferred and 
internalized, expertise in the internalization of ethics, and knowledge of relevant laws (Rizk, 2008). The 
internalization of Islamic ethical practices strengthens certain qualities; such as honesty, trust, solidarity, loyalty 
and flexibility. Accordingly, when Arabs internalized the principles of Islam, that strengthened cooperation among 
themselves and their achievements were great at that time. Rahman (1996) focused on Islamic basic ethical 
principles in the work place. According to him “One aspect is to recruit those who are most likely to have values 
and virtues. This dimension requires a stringent screening mechanism. Another aspect consists of continual 
on-the-job-education in the aforementioned values and virtues. One incentive mechanism is to keep an employee 
well-paid; another is to appoint an employee on a probationary basis, until values and virtues in question have been 
internalized” (Rahman, 1996).  

Morals can either be classified as secular or religious. Secular morality tries to establish a moral system that is 
independent of God and religious faiths. In terms of motives for morality, various explanations have been given. 
One explanation is that people are ethical in pursuit of happiness or perfection. Another suggests that pressure by 
political power or social means forces people to follow a certain code of conduct. Yet another explanation is that a 
feeling of duty makes people moral. As for religious morality, it is derived from the revealed knowledge sent down 
by God to people through His messengers (Prophets) throughout the ages. Religious morality is fundamentally 
based on two things: first is the belief in God as the Creator of the universe, and second is the belief in the Hereafter. 
One thing that should be noted is that religious morality is not uniform across religions and it significantly differs 
among world religions, so the fundamentals of religious morality are not the same for all religions. That is why the 
ethical theory of relativism says that moral and ethical principles are not same between societies and religions 
(Pheng and Detta, 2009). Moral principles can vary from one society to another society. For example, in Muslim 
society taking interest on loan given to people is prohibited (Al-Quran, Sura Baqara, 2:175), but it is not prohibited 
in non-Muslim societies.  

Business Ethics can guide the managers and executives of a business organization in the right direction. It 
increases the reputation of the business organization, ensures its continuous development and helps to achieve 
customer satisfaction. The possible contents of business ethics are wide and varied. Some of them might be 
universally accepted and some might not be universally recognized as business ethics. However, all of them can 
positively impact the progress of the business organization. The possible contents of business ethics are: 

i) Speaking the truth about quality, quantity and ingredients in the product;  

Islamic law (Shariah) orders all human kind including the Muslims to speak the truth all the time including in 
business. In this regard Al-Quran narrates in Surah Al Maidah (Sura No. 5, verse 119) that in the Day of Qiamah 
(the Last Day of this world) Allah (God) will say to all human beings: “This is a day on which the truthful will 
profit from their truth. For them there are Gardens, with rivers flowing beneath, it is their eternal home, Allah is 
well-pleased with them, and they will be pleased with Him and that will be the great salvation for human beings.” 
This verse of Al-Quran clearly states the reward that will be given to the truthful men including honest and truthful 
businessmen. 

Prophet Muhammad (peace be upon him) said in a hadith (a statement of Prophet Muhammad) that in the Day of 
Qiamah, Allah (God) will not talk, look at and pardon those sellers (of goods) who falsely swear about the quality 
of their products so that buyers will buy a large quantity of their goods. (Sahih Muslim Hadith Book). This hadith 
clearly prohibits swearing falsely to the customers about the quality of the product a businessman is selling. In 
another hadith Prophet Muhammad said, “The truthful businessmen will remain with prophets, pious men and 
martyrs in the Day of Qiamah”. (Sahih Tirmidhi Hadith Book). 

In another hadith, Prophet Muhammad was asked about great sins and he said: The following are acts of great sin; 
(a) to join others in worship with Allah; (b) to be undutiful to one’s parents; (c) to kill a person (without good 
reason and without any sanction from court of law); and (d) to give false witness against any person. (Sahih 
Bukhari Hadith Book, Vol. 3, Hadith No. 821). We can emphasize on point (d) of this hadith which says that it is a 
great sin to give false witness against any person. In business transactions, disputes may arise and a person may 
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give false witness for a businessman in regard to the quality, quantity or the delivery date of the goods. Giving such 
false evidence in business is a great sin under Islamic law. It is also prohibited for a businessman to tell a lie to 
potential customers about the quality, quantity, size etc. of the products to be sold. 

ii) It is not allowed in Islamic religion to exaggerate the size and quality of products.  

In this regard the prophet Muhammad (peace and blessings be upon him) said that false swearing about the quality 
of products may increase sales temporarily, but Allah blots out blessing from the seller. (Sahih Bukhari Hadith 
Book). Businessmen frequently swear falsely about the quality of their products. Such a practice is very bad, it 
deceives the customers. Therefore, Islam has prohibited it. 

iii) Not cheating customers by false or misleading information about the product.  

One day prophet Muhammad (s.w.t) visited a village market (bazaar). He saw a seller selling wheat from a pile. He 
put his hand into the pile from top of it and felt moisture in the wheat. He asked the seller about the reason for the 
moisture. The seller replied that some of the grain was damaged by water and so he put it at the bottom of the pile 
so that customers could not see it. The Prophet said, “It is not allowed. You are cheating the customers. You should 
put the deteriorated grain on top of the pile so that customers can see it.” Finally he said, “He who cheats customers 
and others is not among the true believers of Allah.” (Sahih Tirmidhi Hadith Book)  

iv) Not concealing the defect in the products;  

It is prohibited in Islamic ethical teaching to conceal any defects in the goods which a seller is selling. In this regard 
Prophet Muhammad said: “It is not permissible to sell an article without disclosing defects in the goods nor it is 
permissible for any one to knowingly conceal defects in the goods.” (Baihaqi Hadith Book). In another hadith 
Prophet said, “Sell the good and bad separately. He who deceives people, he is not among us (true Muslims).”  
(Sahih Muslim Hadith Book) 

v) Giving correct weight and measurement while selling 

Allah (God) says in Sura Al-Mutafiffin (Sura No. 83: Verses 1- 3) that “Woe to those who deal in fraud, those who 
when they have to receive by weight or measure from men, they exact full weight or measure; but when they have 
to give by weight or measure to men, they give less than due.” In another verse in Al-Quran, Allah says: “Give 
correct measure whenever you measure, and weigh with a balance that is true; this is good for you and best in the 
end.” (Quran, 17:35) 

In Sura Al-Araf (Sura 7, verse 85), Allah says, “Give just measure and weight, do not withhold from the people the 
things that are their due, and do no mischief on the earth after it has been set in order. That will be best for you, if 
you have faith in Allah.” So, this verse from the Holy Quran emphasizes honest business and providing correct 
weights and measures to customers. 

In Sura Ar-Rahman (Verse 9) Allah orders mankind: “Establish weight with justice and fall not short in the 
balance.” In another verse He also commands sellers “Give correct measure and correct weight in justice.” 
(Al-Quran, 6:152). 

vi) Becoming loyal on the owner of business and following his instructions;  

Business agents including managers must be loyal to the owner of the business. They should conduct business 
honestly and for the benefit of the owner. They must not work for their personal interest while using their position 
as agent or director. They should not take bribes or commissions from others without the knowledge of the 
principal. 

vii) Obeying the commands of managers and following their instructions;  

It is the ethical duty of all sub-ordinate employees in a business enterprise to obey the commands of managers and 
to follow their instructions related to conducting business. This is crucial because for the smooth running of the 
business enterprises and to make a handsome profit in the business, the employees must be loyal to the managers 
and must cooperate with them with full commitment and skill. If this does not happen, the business cannot prosper. 

viii) Managers should value and appreciate suggestions and good performance of executive and subordinate 
employees;  

As the employees have duty to be loyal to the managers, similarly the managers have ethical duty to value and 
appreciate the good performance of executives and subordinate officers in the business enterprises. This is crucial 
because there must be excellent relations between the managers and the subordinate officers. The subordinate 
officers should not be treated in such a way that they feel they are not given proper attention and their opinions and 
suggestions are not properly valued and taken into consideration in making decision. Besides, the subordinate 
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officers sometimes know better than the managers on certain matters about what is good and what is bad for the 
business enterprises. So, managers should seek suggestions from subordinate officers.  

ix) Managers should consult with the subordinate employees while making decision.  

Islam emphasizes mutual consultation when making a decision. According to the teachings of al-Quran and 
Sunnah, leaders must consult followers when making a decision. Allah says in the Holy Quran, “They make 
decisions by mutual consultation” (Surah Ash-Shura, 42, verse 38). The prophet Muhammad always consulted 
with his companions before making a decision whether it was related to business, politics, state matter, war, 
international relation etc. After his death, the four rightly guided Khalifas (elected presidents) followed this 
consultation mechanism before making any important decisions related to state affairs during their reign from the 
middle of the 7th century to the 8th century A.D.  

They also practiced this consultation policy in their family life to ensure good family relations among family 
members. However, leaders are not always bound to follow all the suggestions given by their subordinates if they 
think that other considerations are more important.  Besides, certain confidential matters may not be shared with 
subordinate employees and managers may keep them secret. They can then decide on them and may ask the 
subordinate executives to implement them. So, after consultation, the managers can decide what decision would be 
in the business’ best interest. This will encourage the subordinate employees to work hard and sincerely for the 
benefit of business organization.  

x) Giving incentives and promotions to employees who work hard and sincerely for the business organization and 
provide innovative ideas for the betterment of the business and gaining competitive edge (advantage) over the 
competitors (Desjardins, 2009; Valesquez, 2009);  

xi) Providing reasonable salary and other benefits to the employees’  

The employees should be given a reasonable salary. Some of the employees perform very well in the business. 
They act sincerely and honestly. Managers should appreciate them, should promote them to higher position and 
should also increase their salary and allowances. Such a practice undoubtedly will be beneficial for the business 
enterprises (David, 1989, 1991; David and David, 2009; Lamb et al, 1984; Morden, 2004; Pettinger, 2007; Render 
1992). 

xii) Fixing minimum wage for different class of employees;  

If we survey the wages in developing countries and even in some developed countries we will find that the lower 
level workers are given a much lower salary although they are doing very hard work and their work is very 
significant for productivity in business and in the GDP growth of the country (Desjardins, 2009; Valesquez, 2009). 

xiii) Providing healthy and safe environment for the employees in the workplace;  

Some work places are very unhealthy for employees. So, managers must take care of those matters and must 
follow the national law to improve health and safety (De Gorge, 2010; Ghillyer, 2010).  

xv) Providing medical treatment facilities and accident benefits in the workplace.  

We may have seen that some workplaces are dangerous for the employees to work. They may contact contagious 
diseases due workplace conditions or due to the nature of the work. The work might be very risky for physical 
safety and they may be involved in accidents and suffer physical injury including death. Employers should have 
compulsory health insurance for employees in such work places (Lawrence, 2010; Brenkert, 2010).  

xiv) Behaving well with customers. The employees should try to smile while talking and dealing with customers. 
Good behavior and good manner can conquer the heart of customers which eventually increase sell. (Stanwick, 
P.A., 2009; Beauchamp et al, 2009; Mukherjee, 2009; Schemerhorn, 2009).  

xv) Maximizing the profit of business organization whilst complying with honesty, truthfulness and fairness in 
business activities (Tirmidi hadith book);  

xvi) Maintaining corporate social responsibility, such as protecting the environment, providing financial assistance 
in overcoming national loss due to natural disaster, such as earthquake, cyclone, tsunami, war, pandemic disease 
etc (Fukukawa, 2010; Malin, 2010).  

xvii) Providing proper and complete labeling on the product or its package. The label should include all the 
ingredients the product contains, the price and other relevant information [Consumer Protection Act 2006 
(Bangladesh); Consumer Protection Act 1999 (Malaysia)].  

This list of business ethics is not exhaustive. There may have many more business ethics which the business 
organizations and their employees should follow. 
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Ethics and external customers 

External customers are not a part of an organization, but they greatly influence the organization’s activities. 
External customers can be defined as the ones who purchase, use and influence the sale of products or services of 
a company. Perception of external customers is very important to the organization. They perceive the 
organization’s ethical value is a significant image in the business world. Investors may decide to invest due to the 
reputation and ethical behavior of the company in the society (Holme, 2008). Consultants have found this niche 
and now scan and index the ethical behavior and principles of major international firms. This is a service relied 
upon by many financing firms when choosing a particular company in which to invest (Lindfelt, 2004).  

So, it is a necessity to implement ethical practices in the organization to sustain in this global market. Clear ethical 
values create trust in the company, both internally and externally. Besides, trust is a two way street and also 
suppliers will be looking to supply to organizations that they can trust (Holme, 2008). Thus, the higher the level of 
trust that a company can build with the suppliers, the better the relationship and the better the business reputation 
that can be established. The interest in business ethics, corporate governance, sustainable business practice, and 
integrity has grown markedly in the past decades (Waddock et al., 2002). As a number of unethical business 
practices have been reported in newspapers and these scandals are reducing the confidence level of not only the 
shareholder but also other stakeholders; ethical practices have become the most significant solution to the problem. 
Ethical practices help organizations create values in business practices. That value helps organizations to develop 
relations with different types of institutional actors.  

Ethics and internal customers 

‘Internal customers’ means the employees of the organization: for example, employees from other departments are 
considered as internal customers, they break down departmental barriers. Fundamentally, an internal customer is 
anyone we count on or rely upon to complete a task or a function or to provide us with information so that we can 
get our job done, and anyone who counts on us to complete a task or function or to provide them with information 
so that they can get their job done. Employee satisfaction is one of the key elements to be a successful organization 
in the modern market. Job satisfaction is a crucial element in the business success of organizations and in the 
provision of quality service to customers (Whitehead, 1998).  

Employee dissatisfaction leads to employee turnover, absenteeism, and affects employee motivation which in turn 
affects the quality of the work. Organizational ethics can help to enhance job satisfaction and organizational 
commitment, which can in turn reduce absenteeism and turnover (Hian and Boo, 2004). It is not only the 
stakeholders who expect companies to pay greater attention to norms, values, and principles but companies 
themselves are also acknowledging the importance of responsible business practices (Waddock et al., 2002). 
Employees look more to the broader organizational environment than to their particular role in attributing their 
satisfaction to their job (Leigh et al., 1988). Ethical values would suggest something much more than a legal 
minimum, the management behaviors would be more subtle than those required by the law. Employees who feel a 
strong alignment with the organization’s values and know that they are supported can react with strong motivation 
and performance which is crucial to customer approval (Holme, 2008). 

Implementation of ethics in business organizations 

The code of ethics can demonstrate and reinforce the top management’s support for ethical behavior and help 
develop a favorable ethical climate and culture in the organization and to have the intended effects. It is also 
important that the code of ethics be communicated, monitored and enforced in business organizations (Hian and 
Boo, 2004). It is crucial that management shows a dedication to, and materialize the code of ethics. The 
enforcement of a code of ethics is positively related to show how important employees perceive the role of ethics 
and social responsibility in achieving long-term organizational effectiveness (Vitell et al., 2003). Favorable 
organizational ethics produce constructive organizational outcomes.  

An organization can embrace an organizational code of ethics by setting down the ethical philosophy, and rules of 
conduct and practices. The code can enhance corporate reputation and brand image, signal to internal and external 
parties that the organization is committed to ethical behavior, create a cohesive corporate culture, and guide and 
influence behavior within the organization (Carasco and Singh, 2003). Besides, an organization may appoint ethics 
officers to organize employee training programs in ethics. Such programs can provide an effective means of setting 
and communicating expectations among employees about their actions and behavior. However, top management 
support can play a major role in ethics training and enforcement of ethical behavior and standards. Likewise, the 
association between ethical behavior and career success can be incorporated into the corporate culture, which 
usually encompasses the ways work and authority are organized, the ways people are rewarded and controlled, as 
well as organizational features such as customs, taboos, company slogans, heroes and social rituals (Brickley et al., 
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2002). Joyner and Payne (2002) affirmed that an organization can integrate ethics into the normal channels of 
strategic decision-making and train managers in decision-making skills that incorporate ethical principles and 
values.  

Ethics is concerned with moral obligation, responsibility, and social justice, whereas self consciousness refers to 
personal awareness abut something. In a competitive environment, companies are faced with making decisions 
that often border on illegal or unethical behavior (Gayton, 2008). Most of the cases of unethical behavior appear as 
the main culprit for company’s business development because employee’s personal benefit works against it which 
is unethically obtained. In business ethics there is always a question as to the nature of the actor who bears 
responsibility (Fisscher and Nijhof, 2005). If the responsible person becomes unethical, it affects the whole 
system.  

It is crucial to implement business ethics in an organization. If the ethics are not implemented not only the 
customers and other stakeholders will be affected but also the business organization itself will be affected. For 
resorting to unethical practice, the organization’s reputation and good image will be damaged and it will lose its 
customers. So, the issue is how business ethics can be properly implemented.  

Before we discuss the implementation process of business ethics, we need to discuss the need to compile the 
contents of business ethics into a code of ethics. The issue is: Who will prepare the code of business ethics? There 
are possible two ways of producing the ethics code; firstly, the government of each country may take the initiative 
to compile business ethics and put them together in a code of ethics and then require business organizations to 
implement the code. Secondly, the government may ask the associations of business organizations in a country to 
prepare a code of business ethics and implement it within their organizations. However, if the code of ethics is 
prepared by the association of business organizations, it should get approval from the government. 

Now, we can discuss the possible ways of implementation of the code of business ethics in business organizations. 
As it is ethical code, it can not be implemented by bringing legal action in court against the defaulting business 
organization. However, if the government legislates the code of business ethics in Parliament and provides penalty 
provisions in it for its implementation, then the code can be implemented by bringing legal action in court. That is 
the best way to implement the code of ethics. However, some of the ethical contents might not be implemented by 
force or legal action; they should be left to the business organizations for voluntary implementation. Some 
important ethical contents have already been made law in different legislations. So, the code of ethics can be 
implemented by taking legal action in court or by referring to special tribunals or to arbitration process. In that case, 
the code of ethics may provide both civil and criminal remedy to the affected party. A criminal penalty can only be 
implemented by the government but a civil remedy can be claimed by the affected stakeholders including 
customers.  

Another way to implement the ethical code is to leave it to organizations to implementation it. Managers will 
implement the code of ethics in the organization and will monitor whether it is properly being implemented. The 
organizations can appoint trained ethics officers who will organize training programs on the implementation of the 
ethical code. The ethics training program can be held twice a year but all the employees cannot attend at the same 
time. Employees will be selected for the training by turn. So, training groups can be prepared among the employees 
who will be trained in turn. The managers must monitor regularly whether the code of ethics is being implemented 
and complied with by each and every employee from top level to the bottom in ranking of the employees in the 
organization. 

Bixler (2002) explains the importance of organizational learning as follows: 

“Organizational learning must be addressed with approaches such as increasing internal communications, 
promoting cross-functional teams and creating a learning community. Learning is an integral part of knowledge 
management. In this context, learning can be described as the acquisition of knowledge or a skill through study, 
experience or instruction. Enterprises must recognize that people operate and communicate through learning that 
includes the social processes of collaborating, sharing knowledge and building on each other’s ideas. Managers 
must recognize that knowledge resides in people, and knowledge creation occurs in the process of social 
interaction and learning.” 

When businesses downsize, the remaining staff can do nothing but ‘muddle through’, knowledge is lost despite a 
company’s best efforts to retain staff, but the market notices that lay-offs may indicate a deeper issue than merely 
cost cutting (Gayton, 2008). Organization seems a team, procedures are like teamwork. Therefore, through the 
activities, ethical learning can be a good method for employees to have practice in behaving ethically. 
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Another way of implementing of the code of ethics is by way of regular monitoring by the government of the 
concerned country. For the smooth running of the monitoring activity, government can set up a monitoring 
department. The officers of this department will be responsible for regular monitoring on the business 
organizations for implementation of the code of business ethics.  

We cannot leave the implementation of ethics to the business organization alone, because some of the contents of 
ethics may conflict with the interest of the business organizations or business organizations may think of bypassing 
the ethics to maximize profit in the organization. Therefore, business organizations will be asked to monitor the 
implementation of the code of business ethics, and at the same time the concerned government department will 
also intensify monitoring of the implementation of the code of business ethics. In this way we may make sure the 
code of business ethics is properly implemented.  

Business Ethical Model 

Business ethical model 1 in the Appendix explains that every business organization must have a code of business 
ethics and the code must specify the contents of ethics. These ethical contents are crucial for every business 
organization, because the implementation and practice of the ethical contents can ensure customer satisfaction and 
loyalty. When customers are satisfied, they will buy more and more products from the business organization and as 
a result the profit will increase. Therefore, it is very important to have a code of business ethics and to implement it 
in the business organization properly. Thus, the proper implementation of business ethics can guarantee customer 
satisfaction and profitability in the business. 

In business ethical model 2 in the Appendix, we can see, in a company or organization ethical practice can be 
maintained if there is either strong code of ethics which is strongly applied, or the value of Islamic work ethics is 
well concerned among employees. For a bureaucratic organization, the strong code of ethics is accelerated from 
the top management that creates an ethical workplace environment. However, ethical practice generates customer 
satisfaction for internal customers as well as external customers. Internal customers are the employees of the 
organization such as employees from other departments who are considered as internal customers and principally 
they break down departmental barriers. If internal customers are happy and satisfied with the ethical practice 
within the organization, they will think that they are treated equally and that there is no discrimination in the 
organization. Fundamentally, this type of thinking and feelings ensure the proper rights of the employees and 
finally they feel satisfied. Unlike internal customers, external customers may not be a part of the organization, but 
they are affected by the organization’s actions. They can be defined as those who purchase, use and influence the 
sale of the product or service.  

The perception of external customers is very important for the organization in the sense that how they perceive the 
organization is strongly influenced by the organization’s ethical values whereby ethical value is a significant part 
of company’s image in the business world. By the same way, once they are satisfied with the ethical practice by the 
organization itself, they become satisfied. There are a lot of things that affect customer satisfaction but ethical 
practice is considered as vital for customer satisfaction. Actually, internal and external customer satisfaction 
makes overall customer satisfaction which produces customer loyalty. Once customers become loyal, they are 
considered as permanent customers of the organization. In reality, customers are ‘the king’ for a company or 
organization. An increase in customers boosts sales and revenue, and more revenue means more profit. Therefore, 
ethical practice ultimately generates profitability and constructive organization performance.  

Conclusion and recommendation 

This paper has identified that ethical practices and the proper implementation of ethical practices are very 
important for organizational goodwill. It is also noticeable that an ethical organization’s employees are more 
satisfied and loyal to the company than those of an unethical one. With strong ethical enforcement, companies can 
build long term profitable relationships with their stakeholders. On the other hand, a good number of cases of 
unethical practices are being reported each year all over the world. The reason might be the wrong implementation 
and communication of ethical standards. By nature, human beings are greedy. So it is not possible to completely 
remove unethical practices. But it can be minimized through continuous reminders. In the present business 
atmosphere, there are some organizations that are ethical and in some organizations ethics are not practiced as 
rationally expected. Despite this type of mixed attitude towards business ethics, it can be said that ethical trend will 
change an organization’s internal and external reputation. In future, ethical considerations will move from 
individual awareness to organizational practice for the purpose of better business strategy.  

It is significant to have a code of business ethics for each and every company and the corporate managers must 
adopt appropriate means to implement the contents of that code of business ethics. There should have adequate 
emphasis on the implementation of the code of business ethics in business organizations. To have a proper code of 
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business ethics and to undertake effective method of implementing business ethics can ensure success in the 
business organization as well as to the society where it operates. Proper implementation of business ethics can 
ensure satisfaction of all stakeholders of the business organization. It is the ultimate desire of all stakeholders of a 
business organization that it will implement its code of business ethics in the true sense. Future research may be 
conducted in this area as this is a significant area of business environment.  
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Abstract 

The paper explores the interdependence of FDI between India and ASEAN-5 countries namely, namely 
Indonesia, Malaysia, Philippines, Singapore and Thailand, at the individual and group level. The empirical 
analysis is based on time series cointegration and causality test over the period 1970-2008. The findings suggest 
the presence of interdependence of FDI between India and ASEAN-5 countries. The policy implication of this 
study is that with the increasing interest of economic integration around the globe, especially with India-ASEAN 
Regional Trade and Investment Area (RTIA), the existence of interdependence of FDI between member 
countries is an important feature for maintaining growth sustainability in the Asian economy. 

Keywords: Economic growth, Defense spending, Panel cointegration 

1. Introduction 

The effect of regional integration on trade flows and foreign direct investment flows are very common in 
international finance, particularly during the current globalization era. The specialty of regional integration is 
that it not only creates interdependencies between the countries within the system but also creates 
interdependencies with other countries in the world. The objective is to increase foreign direct investment (FDI) 
inflows and trade flows among the member countries. For instance, the Association of Southeast Asian Nations 
(ASEAN) Free Trade Agreement (AFTA) was designed as a means to increase FDI inflows and to stimulate 
interregional trade in the Southeast Asia (Kreinin et al., 2008). Similarly, India-ASEAN Regional Trade and 
Investment Area (RTIA) is designed to stimulate FDI and trade flows among its member countries (Karmakar, 
2005). The question is very obvious here how far these countries are very interdependent to each other, 
particularly on FDI flows and trade flows. The objective of this paper is to study the interdependencies of FDI 
inflows between India and ASEAN-5 countries, namely Indonesia, Malaysia, Philippines, Singapore and 
Thailand, at the individual country level and as a whole.  

The foreign direct investment (FDI) is one of the fundamental instruments of economic growth. The importance 
of FDI is, in fact, much higher in the Asian economy because of their inability to generate internal savings in 
response to their investment needs. One of the most cited reasons for the high economic growth in Asia in the 
recent era is due to the inflows of FDI in the region. It is one of the most effective ways by which Asian 
countries are integrated with rest of the world and vice versa. It promotes economic growth by number of ways: 
(1) increasing the volume of investment and its efficiency; (2) generating technological diffusion from the 
developed countries to the recipient country; (3) augmenting stock of knowledge in the host country through 
labour training, skill acquisition and diffusion and the introduction of alternative management practices and 
organizational arrangements (Vadlamannati et al., 2009; Pradhan, 2006; Li and Liu, 2005; Okamoto and 
Sjobolm, 2005; Hermes and Lensink, 2003; Zhang and Felmingham, 2002; De Mello, 1999; Borensztein et al., 
1998; Balasubramanyam et al., 1996; Chao and Yu, 1994; Grossman and Helpman, 1991). Both India and 
ASEAN-5 has undergone a progressive economic growth in the last decade and referred as the most dynamic 
economies in the world (Zhang and Ow, 1996). They share a vital cohesion where both have high dependency on 
FDI as a tool of export-led growth.  

India has recorded immense net inflow of FDI that increased from average annually increment of US$ 6.9 billion 
from 1990 to over US$ 12.8 billion between 2000- 2008. The FDI inflow into India is showing a tremendous 
upward trend from 1992 onwards and reached US$ 41.5 billion in 2008. On the contrary, the performance of FDI 
inflows into ASEAN-5 countries is also very favorable during the recent era, particularly in the 1990s. The 
region has successfully attracted high volume of FDI since early 1990s, where it is recorded US$ 66.7 billion in 
1996 but the volume declined to US$ 59.1 billion in 1997 due to Asian Financial Crisis. Nevertheless, the FDI 
inflows into ASEAN-5 remained favorable with progressive performance and reached US$ 106.7 billion in 2008 
(see Figure 1). Although ASEAN-5 and India become rivalry from the perspective of FDI recipient in the region, 
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there is a significant bilateral relationship exist between India and ASEAN-5 (e. g. RTIA). Therefore, the paper 
likes to examine whether the FDI inflows of India is affected by the FDI inflows of ASEAN-5 countries. The 
rest of the paper is organized into four different sections. Section II presents literature review; Section III 
describes the econometric modeling and data descriptions; Section IV discusses the empirical results; and the 
final section offers the concluding remarks. 

2. Literature Review 

The following section will introduce the theoretical background, and introduce the empirical model that is 
estimated in this analysis.  

Foreign Direct Investment (FDI) plays very key role in development. Its role is manifold and can be analyzed 
under two different conditions: first, the determinants of FDI on development; second, causality between FDI 
and development. In the first case, the role of FDI is country specific and can be positive, negative or 
insignificant, depending on the economic, institutional and technological conditions in the recipient economy 
(Bhat et al., 2004; Kohpaiboon, 2006). The second case is, however, very diverging, particularly with reference 
to direction of causality. The divergent is due to time periods, country specifications and partly due to 
methodological differences. We have literature on both these aspects.  

FDI has been widely recognized as a growth-enhancing factor in the host country. It not only a source of capital 
but also a medium for acquiring skills, technology, organizational and managerial practices and access to 
markets (Noorbakhsh et al., 2001). FDI introduces advanced technology and that can enhance the technological 
capability of the host country and hence, generating sustainable economic growth. Most interestingly, the 
technological benefit is not limited to locally affiliated firms but can also spread to non-affiliated ones. The latter 
benefit is usually called as technology spillover (Kugler, 2006; Moran, 2001). The process is however not 
automatic but depends upon country specific factors and policy environment. Moreover, the flows of FDI could 
be very positive, if there is integration of countries across the world. According to Feenstra and Markusen (1994), 
FDI determines growth through incorporation of inputs and technological absorptive in the production process. 
In the first case, output growth can result from the use of a wider range of intermediate goods in FDI related 
manufacturing. In the second case, FDI is expected to be a potential source of productivity gains via spillovers 
effects.  

Balasubramanyan et al. (1996) find significant positive association between FDI and economic growth and 
suggest that the above relationship is more holistic in the export promotion policy (EPP) in contrast to import 
substitution policy (ISP) of a country. In other words, the effect of FDI on economic growth is more attractive 
under openness in contrast to trade restrictions in the host country. This finding is also similar with the findings 
of Brecher and Findlay (1983), Bhagwati (1994) and Kokko et al. (2001). The UNCTAD (1999) finds both 
positive and negative association between FDI and growth, depending upon the incorporation of various 
variables like infrastructure, market integration, etc. in the model. According to Borensztein et al. (1998), the 
difference in the technological absorptive ability also makes the variation between FDI and growth across the 
countries. In their study, human capital plays a very key role in attracting FDI inflows to a host country, as it 
determines the ability to adopt the foreign technology. The larger the endowment of human capital, the higher is 
the economic growth via FDI inflows (and vice versa). The study of Xu (2000) ensures that technology transfer 
provided by US multinationals contributes more productivity growth in the developed countries in contrast to 
developing countries. This is because most of the developing countries do not have the threshold requirement of 
human capital and hence, they find difficulty to benefit from inward FDI. That means country must have 
minimum threshold stock of human capital in order to gain positive effects of FDI. Olofsdotter (1998) finds a 
positive association between FDI and economic growth and suggests that the association will be much stronger, 
if the country specific has a higher level of institutional capability and the bureaucratic efficiency.  

According to Bengoa and Sanchez-Robles (2003), FDI has a positive association with economic growth, 
provided the host country must have human capital, economic stability and liberalized markets in order to benefit 
from long-term FDI inflows. The study by Durham (2004) finds a negative association between FDI and 
economic growth; but suggests that the effects of FDI are contingent on the absorptive capability of host 
countries. Bende-Nabende et al. (2003) find significant positive association between FDI and economic growth 
in the country like Philippines and Thailand and negative association between the two in the country like Japan 
and Taiwan. This is mostly due to more absorptive capabilities of Japan and Taiwan in contrast to Philippines 
and Thailand. The negative association between FDI and economic growth also find by Germidis (1977), 
Mansfield and Romeo (1980), Haddad and Harrison (1993), and Aitken and Harrison (1999). 
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The causality approach, on the other hand, mostly focuses on the possibility of endogeneity of the variables. The 
issue could be bilateral causality or multilateral causality. But our focus is limited to bidirectional causality only. 
In the below, we highlight few selected studies on the above aspects. Kholdy (1995), applying Granger causality 
test, finds no causality between the FDI and economic growth but suggests that FDI generates limited efficiency 
spillovers and an important vehicle for technology transfer. Zhang (1999a), applying causality test, finds the 
causality between FDI and economic growth in the long run in the country like China, Hong Kong, Indonesia, 
Japan and Taiwan and in the short run in Singapore. In another study, Zhang (1999b), applying cointegration and 
error correction models, finds the existence of both a long-run equilibrium between FDI and Economic growth 
and bidirectional causality between the two in Chinese economy. This finding is also consistent with the findings 
of Nair-Reichert and Weinhold (2001). Chakrobarty and Basu (2002), applying cointegration and error 
correction modeling technique, finds a uni- directional causality between FDI and economic growth and that is 
from economic growth to FDI only. Choe (2003) detects bi- directional causality between FDI and economic 
growth and suggest that the effect is more from economic growth to FDI. Bhat et al. (2004), applying Granger 
causality test, find an independent association between FDI and economic growth in the Indian economy. So the 
relationship between FDI and growth is very controversial. It varies from country to country and even within a 
country with different time periods (See Hermes and Lensink, 2003; Li and Liu, 2005). 

In short, the above literature reflects various aspects of FDI and its integration with growth. The literature is, 
however, very limited with respect to interdependence of FDI inflows among the various countries. The resent 
study is, therefore, very keen to investigate the same. In specific, the aim of this paper is to investigate the 
interdependence of FDI inflows in India with ASEAN-5 by applying the causality approach. The detail 
description of this approach is given below. 

3. Modelling and Database  

The study of interdependence between FDI of India and FDI of ASEAN-5 is examined in three steps: test of 
stationarity, test of cointegration and test of causality. The details of these three tests are described below.  

3.1. Test of Stationarity 

The study uses Augmented Dickey Fuller (Dickey and Fuller, 1981; 1986) test to examine the stationarity of the 
variables. The structure starts with the following time series model.  
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Where, εt is error term and the null hypothesis is to test whether β is equal to zero or not. Though the Augmented 
Dickey Fuller (ADF) test is very simple and frequent use in econometric analysis, it is not reliable in small 
samples, because of its poor size and power properties. That means ADF test can over-reject the null hypothesis 
when it is true and under reject it when it is false (see Dejong et al., 1992; Harris and Sollis, 2003). The study, 
therefore, uses Dickey Fuller Generalized Least Squares (DFGLS) test (Elliot et al., 1996) and Ng-Perron test 
(Ng and Perron, 2001) test to check the stationarity. DFGLS is an extension of ADF by de-trending. Assuming 
that we need to test the order of integration of the variable Zt, the DFGLS de-trending test is based testing H0: φ 
= 0 in the regression. 
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Where, Zt
d is the de-trended series. The null hypothesis of the test is that Zt has a random walk trend, possibly 

with a drift, as follows: 
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The DFGLS proposes two alternative hypotheses: (1) Zt is stationary about a linear trend; (2) it is stationary with 
a (possibly) non-zero mean, but with no linear time trend. 

For the first hypothesis, the test is performed by estimating the intercept and trend using the GLS technique. The 
estimation is performed by generating the following variables.  
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Where T represents the number of observations for Zt and c  is fixed (see Elliot et al., 1996). The OLS is 
performed on the following equation: 

ttWWZ   10       ………..……. (7) 

And the OLS estimators (µ0 and µ1) are utilized for the removal of trend from Zt. The ADF test is then applied 
on the transformed variable by fitting the OLS regression.  
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Where, the null hypothesis is to test whether β is equal to zero or not. 

Now for second hypothesis, we take 7c in the equation of  and then compute 0 t
d
t ZZ . 

The ADF regression is fitted on new transformed variables and then null hypothesis is to test whether β is equal 
to zero or not. In both the cases, the tabulated variable is provided by Elliot et al. (1996). Though the DFGLS test 
is very impressive with power gains, the simulation shows that the test exhibits strong size distortion.  

The study, therefore, uses Ng and Perron unit root test to determine the order of integration. The test purposes 
four test statistics based on the lines of GLS de-trended data.  The modelling structure of Ng and Perron unit 
root test are as follows: 
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While de-trended GLS tailored statistics are given by 
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Like other tests, the null hypothesis of unit root cannot be rejected, if the test statistic is higher than critical 
value. 

3.2. Cointegration Test 

When the series becomes stationary at the first difference level, there is possibility of linear combinations 
between the variables. The test applies to examine the same is known as cointegration (Granger, 1988). 
Cointegration technique examines whether there exists a long run relationship among the set of integrated 
variables. Econometric literature, for both univariate and multivariate, has abundant techniques [Engle and 
Granger, 1987; Engle and Yoo, 1987; Phillips and Hansen, 1990; Johansen, 1988; Johansen and Juselius, 1990] 
that can examine the long run equilibrium relationship among different time series variables. The study, however, 
uses Johansen’s technique to study the long run equilibrium. The detail of this technique is as follows: 

Let Xt be a (n X 1) vector of variables with a sample of t. Assuming Xt follows I (1) process, identifying the 
number of cointegrating vector involves estimation of the vector error correction representation: 
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Where, vector Xt and Xt-1 are I (1) representation. The long run equilibrium relationship among Xt is 
determined by the rank of  (say r) is zero, then equation (3) can be transferred to a VAR model of pth order and 
the variables in level do not have any cointegrating relationship. If 0 < r < n, then there are n X r matrices of  
and  such that  

          ………..……. (15) 
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Where, both  and  are (n x r) matrices. The cointegrating vectors  have the property that 
tX  is stationary 

[I (0)] even though Xt is non-stationary [I (1)]. Johansen likelihood ratio test looks for two statistics: trace 
statistics and maximum eigen value. 

The likelihood ratio test statistic for the null hypothesis that there are at most r cointegrating vectors is the trace 
test and is computed as: 
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n̂  are (n-r) smallest estimated eigen values. The likelihood ratio test statistic for the null 

hypothesis of r cointegrating vectors against the alternative of r + 1 cointegrating vectors is the maximum eigen 
value test and is given by   

 1max
ˆ1  rTLog        ………..……. (17) 

Here, the null hypothesis of r cointegrating vectors is tested against the alternative hypothesis of r +1 
cointegrating vectors. Hence the null hypothesis r = 0 is tested against the alternative r ≤ 1, r =1 against the 
alternative r ≤ 2, and so forth. The critical values for boot trace and maximum eigen value statistics are reported 
in Osterwald- Lenum (1992). It is well known that the cointegartion tests are very sensitive to the choice of lag 
length. The AIC and SBC has been choosen for the same. 

3.3. Granger Causality Test 

When two variables are cointegrated, the Granger representation theorem suggests that there is possibility of 
causality between these variables at least in one direction. Engle and Granger (1987), however, cautioned that if 
the Granger causality test is conducted at first difference through VAR method than it will be misleading in the 
presence of cointegration. Hence, an inclusion of an additional variable to the VAR method such as an error 
correction would help us to capture the long run relationship. The detail structure of this VAR model is as 
follows: 
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Where INDI stands for FDI inflows of India, INDO stands for FDI inflows of Indonesia, MALA stands for FDI 
inflows of Malaysia, PHIL stands for FDI inflows of Philippines, SING stands for FDI inflows of Singapore, 
THAI stands for FDI inflows of Thailand. The α0 acts as an identity matrix. To test the causal relationship 
between FDI inflows of two countries, we adopt the modified WALD (MWALD) test proposed by Toda and 
Yamamoto (1995). The test starts with the FDI inflows between India and Indonesia and than can be generalized 
to rest of the countries. To test whether INDO FDI inflows does not Granger cause the INDI FDI (if k =2 and 
dmax =1), the null hypothesis is H0: 02

12
1
12   where i

12 are the coefficients of INDOt-i for i =1, 2… in the 

first equation of the system. The existence of the causality requires the rejection of the above null hypothesis and 
that requires the significance of the MWALD statistics for INDOt-i. Similarly, the null hypothesis can be tested 
that INDI FDI does not Granger cause INDO FDI. For that, the null hypothesis is H0: 02

21
1
21   where 

i
21 are the coefficients of INDOt-i for i =1, 2… in the second equation of the system. The existence of the 

causality requires the rejection of the above null hypothesis and that requires the significance of the MWALD 
statistics for INDIt-i. The above process can be generalized for the rest of the cases. The annual data of FDI 
inflows for India and ASEAN-5 countries over the period 1970-2008 are obtained from World Investment 
Report, UNCTAD, Washington. The data are used in normalized form and their descriptive statistics are 
reported in Table 1.  

4. Results and Discussion 

Before proceeding to undertake the empirical analysis to test for the interdependence of income, a simple 
correlation analysis is conducted. The positive correlation indicates that one country’s FDI would increase the 
other country’s FDI and the negative correlation indicates one country’s FDI would decrease the other country’s 
FDI. The results, presented in Table 1, indicate that there is positive association between India and ASEAN-5 
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except Indonesia. The positive correlation is, however, does not indicate the evidence of cointegration or 
causality between them. Therefore, we investigate the same by the help of cointegration and causality technique. 
The econometric analysis of this section starts with the stationarity of the time series data and that is the prime 
requirement for cointegration and causality test. Unit root test has applied to examine the stationarity property of 
the time series data. It is to be noted that a significant relationship only exists when the variables in the model are 
in the same order of integration. The estimated results of unit root tests (ADF, DFGLS and Ng-Perron) are 
reported in Table 2. The results indicate that the computed test statistics could not reject the null hypothesis of 
stationarity. This confirms that the time series variables are having unit root problems at the level data. That 
means the variables are non-stationary in their level data and suggests checking the stationarity at a higher order 
of differencing. However, once the first differences of the variables are considered, the null hypothesis of unit 
root is rejected at 5% significance level. This is exclusively true for India and ASEAN-5, namely Indonesia, 
Malaysia, Philippines, Singapore and Thailand, at individual level and group level. Overwhelmingly, all the 
testing procedures suggest the existence of unit root or non-stationarity in the level data but found stationary at 
the first difference. This confirms that the variables are integrated of order one [or I (1)]. 

Having confirmed the existence of unit roots for all the data series, the next step is to check possibility of long 
run equilibrium relationship between them. The Johansen’s maximum likelihood cointegration test is applied for 
the same. The estimated results (λtra and λmax) are reported in Table 3 at the individual country level and Table 4 
at the group level. The null hypothesis of no cointegrating vector in favour of at least one cointegrating vector is 
rejected at 5% significance level. The rejection of null hypothesis of no cointegration implies that the countries 
do not drift apart and share at least a common stochastic trend in the long run. This confirms that there is 
cointegration, indicating a significant long run relationship between FDI of India and FDI of ASEAN-5. Overall, 
the results indicate that the variables share a long run co-movement that is bounded by their long run equilibrium 
relationship. 

The cointegrating test is, however, does not provide an indication of causality between India and ASEAN-5. We 
deploy Granger causality test to detect the direction of causality. The results of Granger causality test based on 
VAR is reported in Table 4 at the individual country level and Table 5 at the group level. It shows the presence 
of unidirectional causality from Singapore to India. The estimated F-statistics rejected the null hypothesis of 
non-causality at 1% level of significance. This suggests that Singapore’s FDI inflows have significant impact on 
Indian FDI inflows. The findings also show the presence of bidirectional causality between India and Malaysia 
and between Thailand and India. This suggests that FDI inflows are very interdependent between India, Malaysia 
and Thailand. That means the FDI of Malaysia and FDI of Indonesia causes the FDI inflows of India. On the 
contrary, the FDI inflows of India also cause the FDI inflows of Malaysia and FDI inflows of Thailand. We, 
however, do not find any causality from FDI of India to FDI of Indonesia and FDI of Philippines. In addition to 
individual member countries of ASEAN, the study finds the bidirectional causality between FDI of India and 
FDI of ASEAN-5 as a whole. In other words, the FDI of India does Granger cause FDI of ASEAN-5 and vice 
versa. To complement this study, it is important to investigate whether the above long run relationship that we 
found are stable over the period of study. We conduct the diagnostic tests for serial correlation (LM test), 
autoregressive conditional heteroskedasticity (ARCH test), heteroskedasticity (White test) and stability test 
(Ramsey test). The estimated results are reported in Table 6. The results confirm the stability of the model on the 
nexus between economic growth and defense spending in the ASEAN- 5 countries. 

4. Conclusion 

The paper empirically examines the interdependence of FDI inflows between India and ASEAN-5 countries, 
namely Indonesia, Malaysia, Philippines, Singapore and Thailand, at the individual level and group level over 
the period 1988- 2007. The main findings of this study are summarized as follows: 

1) FDI inflows are integrated of order one for India and ASEAN-5 countries, namely Indonesia, Malaysia, 
Philippines, Singapore and Thailand, at the individual level and as a whole.  

2) Johansen’s multivariate cointegration test confirmed the presence of cointegration between FDI inflows of 
India and ASEAN- 5, both at the individual level and group level. The multivariate cointegration test indicates 
that these countries are moving towards long run equilibrium. This evidence brings positive implications towards 
the establishment of the India-ASEAN Regional Trade and Investment Area (RTIA) in order to enhance the 
economic and integration between the two.  

3) The Granger causality model confirms the presence of causality between FDI of India and FDI of 
ASEAN-5 at the individual country level and as a whole. At the individual level, Granger causality confirms the 
presence of unidirectional causality from FDI of Singapore to FDI of India. This suggests that Singapore’s FDI 
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inflows have significant impact on Indian FDI inflows but not vice versa. The findings also show the presence of 
bidirectional causality between FDI of India and FDI of Malaysia and between FDI of Thailand and FDI of India. 
This suggests that FDI inflows are very interdependent between India, Malaysia and Thailand. The study does 
not find any causality from FDI of India to FDI of Indonesia and FDI of Philippines. But the FDI of Indonesia 
and FDI of Philippines cause the FDI of Malaysia. At the group level, FDI of India causes FDI of ASEAN-5. 

The policy implication is that the existence of interdependence between India and ASEAN-5 is not only boost 
the capital flows in the member countries but also provides a base for attaining high economic growth in the 
region. In fact, the current level of interdependence between FDI of India and FDI of ASEAN-5 is high or not, is 
a secondary issue. What is more important is the degree of commitment these countries would provide and the 
strong tendency of the intra-blocs of other regions in the world. As the direction of the journey is rather clear for 
the India- ASEAN-5 relationship that would be an interesting exercises towards the concept of the “Asian 
Economic Community (EAC)”. The other important policy implication is the boost of macroeconomic 
sustainability in the Asian region. This will provide a tie between them and brings the road towards the broader 
desire for economic, monetary and financial cooperation in the EAC. 
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Table 1. 
========================================================================================================= 

Countries  Mean Med Max Min Std Skew Kur Correlation Matrix  

========================================================================================================= 

FDIIndia  1.018  0.262  6.0  -0.114  1.367  1.888  6.515  1.00 

FDIIndonesia 1.006  0.784  4.85  -3.23  1.619  0.273  4.29  -0.08  1.0  

FDIMalaysia 0.999  1.003  1.658  0.177  0.357  0.001  2.623  0.27 0.04 1.0 

FDIPhilippines 0.994  0.926  3.052  -0.207  0.833  0.596  2.454  0.54 0.15 0.37 1.0 

FDISingapore 1.001  0.813  2.466  0.331  0.579  0.896  2.999  0.67 0.33 0.21 0.65 1.0 

FDIThailand 1.005  0.511  4.676  0.123  1.038  1.880  6.118  0.57 0.32 0.25 0.37 0.58 1.0 

FDIASEAN-5 1.001  0.94  2.184  0.392  0.433  1.017  3.863 

========================================================================================================= 

Note: Med: Median; max: Maximum; Min: Minimum; Std: Standard Deviation; Skew: Skewness; Kur: Kurtosis. 

 
Table 2. Unit Root Test Results  

Variables ADF Test DFGLS Test Conclusion 

 Level First Difference Level First Difference  

India 2.911 -4.149* 0.484 -2.852* 1 (1) 

Indonesia -3.00 -9.669* -2.693 -6.756* 1 (1) 

Malaysia -3.543 -8.195* -3.592 -7.844* 1 (1) 

Philippines -2.905 -5.810* -2.510 -5.920* 1 (1) 

Singapore -2.533 -6.674* -2.340 -6.371* 1 (1) 

Thailand -3.436 -6.366* -3.494 -6.528* 1 (1) 

ASEAN-5 -1.87 -5.260* -1.76 -4.854* 1 (1) 

 Ng- Perron Test 

Level 

 MZa MZt MSB MPT  

India -0.50 -0.11 0.222 8.895  

Indonesia -10.13 -2.24 0.222 2.428  

Malaysia -14.71 -2.682 0.182 1.78  
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Table 2 continued 
Philippines -9.126 -2.122 0.233 2.738  

Singapore -8.513 -2.018 0.237 3.047  

Thailand -14.09 -2.654 0.188 6.470  

ASEAN-5 -5.64 -1.596 0.283 4.582  

At First Difference 

India -4.89* -1.213 0.246 16.84* 1 (1) 

Indonesia -17.92* -2.980 0.166 1.410 1 (1) 

Malaysia -17.20* -2.930 0.17 1.430 1 (1) 

Philippines -225.5* -10.57* 0.047 0.171 1 (1) 

Singapore -18.18* -2.804 0.154 -2.085 1 (1) 

Thailand -18.35* -3.011* 0.164 5.074 1 (1) 

ASEAN-5 -18.27* -2.643* 0.145 2.628 1 (1) 

Note: The parentheses indicate the test statistics at the first difference level; *: Statistically significant at 1% level; and other notations are 

defined earlier. 

 
Table 3. Johansen’s Cointegration Test Results  
==================================================================================== 

Null Hypothesis Alternative Hypothesis  λTra  λMax   

==================================================================================== 

At Individual Level 

r = 0   r = 1    142.6* [0.00] 63.104* [0.00] 

r ≤ 1   r = 2    79.35* [0.01] 32.753* [0.01] 

r ≤ 2   r = 3    46.60 [0.07]  23.369 [0.16] 

r ≤ 3   r = 4    23.23 [0.24]  15.575 [0.25] 

r ≤ 4   r = 5    7.656 [0.50]  7.6220 [0.42] 

r ≤ 5   r = 6    0.034 [0.85]  0.0338 [0.85] 

At Group Level (India and ASEAN-5) 

r = 0   r = 1    21.85* [0.00] 19.81* [0.00] 

r ≤ 1   r = 2    2.036 [0.15]  2.036 [0.06] 

==================================================================================== 

Note: λTra: Trace Statistics; λMax: Maximum Eigen Value statistics; *: Indicates the probability of significance at 1%. 

 

Table 4. Granger Causality Test Results (At Individual Country Level) 

==================================================================================== 
Independent Variables  INDI INDO MALA PHIL SING THAI  
==================================================================================== 

At (1, 2) 
India    -------  0.275  4.431* 0.979  1.058  4.864* 
Indonesia   1.096  -------  10.42* 0.577  2.069  0.008 
Malaysia   5.165* 0.485  -------  2.829  1.195  0.641  
Philippines   1.592  0.678  4.443* -------  1.882  1.243  
Singapore   6.525* 4.956* 1.462  4.299* -------  0.234  
Thailand   3.740** 5.962* 1.915  4.329* 2.884* ------- 
Joint    18.53* 15.35* 32.14* 15.89* 11.35* 10.98* 

At (2, 2) 
India    ----  0.692  0.012  0.915  4.763* 10.49* 
Indonesia   0.639  ----  2.715* 0.019  0.482  1.392 
Malaysia   2.817* 0.027  ----  1.727  1.034  0.054  
Philippines   0.904  0.001  1.571  ----  1.285  0.745  
Singapore   7.503* 4.521* 1.444  2.367* ----  0.297  
Thailand   1.937** 6.669* 0.761  0.090  0.072  ---- 
Joint    15.20* 12.18* 8.367* 8.305* 10.53* 20.94* 
==================================================================================== 

Note: * (**): Indicates statistically significant at 1% (10%) level. 
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Table 5. Granger Causality Test Results (At Individual Country Level) 
==================================================================================== 

Independent Variables  INDI     ASEAN-5  
==================================================================================== 

At (1, 2) 
India     -------     4.940*   
ASEAN-5    2.984**    -------  
Joint     19.43*    65.22*  
==================================================================================== 

At (2, 2) 
India     -------     6.739*   
ASEAN-5    8.342*    -------   
Joint     16.50*    94.56*  
==================================================================================== 

Note: * (**): Indicates statistically significant at 1% (10%) level. 

 

Table 6. Short Run Diagnostic Tests  

Countries LM ARCH Ramsey White 

Indonesia 136.15* 
[0.00] 

69.73* 
[0.00] 

6.23* 
[0.00] 

0.118 
[0.73] 

Malaysia 48.07* 
[0.00] 

37.19 
[0.00] 

6.972* 
[0.00] 

2.842 
[0.10] 

Philippines 9.467* 
[0.00] 

6.95* 
[0.01] 

0.983 
[0.38] 

0.23 
[0.63] 

Singapore 17.66* 
[0.00] 

4.248 
[0.02] 

2.052* 
[0.12] 

0.848 
[0.36] 

Thailand 8.293* 
[0.00] 

8.51* 
[0.00] 

6.385* 
[0.00] 

7.676* 
[0.00] 

ASEAN 29.08* 
[0.00] 

12.36* 
[0.00] 

5.52* 
[0.00] 

2.04 
[0.16] 

Note: LM: Serial Correlation LM Test; ARCH: ARCH Test; Ramsey: Ramsey Test; White: White Heteroskedasticity Test; the parentheses 

indicate that the test statistics is significant. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The Visual Plots of FDI between Indian ASEAN-5 
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Abstract 

With the end of Post-WTO Transitional Period, Qingdao’s modern services present a picture of unprecedented 
prosperity. But during the process of development, many sharp problems emerged and it needs to handle 
seriously. By an empirical analysis on influencing factors of modern services in Qingdao, existing problems are 
found out and corresponding countermeasures are put forward. 

Keywords: Post-WTO Transitional Period, Qingdao’s modern services, Influencing factors, Countermeasure 

1. The existing problems in the development of Qingdao’s modern service industry 

1.1 Though a strong trend of development it may have, Qingdao’s modern services, relatively speaking, have 
characteristics of small amount, low proportion, as well as slow development 

The tertiary industry of Qingdao has got a fast development in recent years. Its added value amounts to half GDP 
of Qingdao. (See figure 1). The finance and insurance, tourism and other service industries form the main part of 
Qingdao’s modern services, and their proportion in the tertiary industry increased year by year . But in the view 
of horizontal comparison domestically, the proportion of tertiary industry in GDP of Jinan, Shanghai and Beijing, 
is 50.1%, 60% and 72% respectively in the year of 2008. If compared it internationally, the gap is wider. In 2008, 
the average proportion of tertiary industry in GDP of the world is higher than 65%. This proportion is more than 
70% for most developed countries, nearly 40% for most developing countries, and nearly 60% for India. 

Insert Figure 1 Here 

1.2 The pulling effect of modern services haven’t been fully played regionally, which largely influenced the 
economic development of Qingdao directly  

Depending on the “Five district and one Port”, the Qingdao Economic and Technological Development Zone in 
western Qingdao starts the strategy of “Port-FTZ interact”, so as to build a major center of gathering, storaging, 
assembly, and distribution for domestic and international merchandises in northern China. The Qingdao New and 
Hi-Tech Development Zone and Qingdao Tourism&Holiday Zone in the eastern Qingdao focus on the 
development of High-technology industry, the exhibition industry and the tourism and leisure industry. Shinan 
District has developed a regional economic development system including building, finance, software, tourism 
and cultural & creative industry. In light of local conditions, the other areas of Qingdao, such as Shibei District, 
Sifang District, Licang District and Chengyang District, have also got a further development in the industry of 
retail, logistics, culture, and catering in recent years, which boom regional economy and satisfy consumption 
demands. But the pulling effect of these development hasn’t been fully played, which largely influence the 
economic development of Qingdao. 

From 2000 to 2008, the contribution rate of Qingdao’s services to GDP growth increased from 41.6% to 45%. 
But during the same period, this contribution rate of other cities in eastern China increased more strongly. From 
2004 to 2008, this contribution rate of Shanghai increased from 46% to 60%, and this contribution rate of 
Beijing increased from 61.9% to 72%. Compared with similar cities in Guangdong, Jiangsu and Zhejiang 
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province, Qingdao’s services lag behind and the gap is getting larger. 

1.3 Concerning the modern services in Qingdao, Finance, real estate and information software have got a fast 
growth, and meanwhile, tourism, logistics and marine service have got an outstanding development. However 
their service level is relatively low and their composite operation benefit is greatly restricted. 

In 2008, the industry of finance and insurance of Qingdao got income of 17.35 billion Yuan, which accounts for 
4% of Qingdao’s GDP. The industry of real estate completed an income of 15.04 billion Yuan, and the industry 
of housing, catering and transportation completed an income of 90.07 billion Yuan. As for the tourism industry, it 
has become another pillar industry, and its income reached a new height of more than 50 billion Yuan. The 
application of information technology facilitated fast development of modern logistics. But their service level is 
relatively low, and their composite operation benefit is greatly restricted. The growth rate of labor productivity of 
Qingdao’s services is far behind that of similar cities of Beijing, Shanghai, Guangdong, Jiangsu and Zhejiang. 
The added value per capita created by employees of service industry in Qingdao is only 60-70% of that of those 
similar cities. 

1.4 The overall speed of growth tends to slow down, and the lifting speed of industry structure slows down too.   

The overall speed of growth of Qingdao’s modern services has slowed down since 1995. From table 1, we can 
see that the proportion of service industry to GDP in Qingdao increased from 20.8% in 1995 to the peak value of 
26% in 2003, and then declined slowly, and then rebounded since 2006 to 23.7% in 2008. The growth speed 
tends to slow down and so is the lifting speed of industry structure. From graph 2, we can see that proportion of 
Qingdao’s service industry to its GDP has been promoted substantially since 1990. But in recent years, the 
growth speed of service industry slowed down, so was the proportion of service industry to GDP. In 2005, the 
added value of service industry accounts for 41.6% of GDP. In 2008, this proportion rose to 45%. Compared 
with similar cities of Guangdong, Jiangsu, Zhejiang, the modern industry of Qingdao falls behind and the gap is 
still very large.  

Insert Table 1 Here 

2. An analysis on the factors that influence the development of Qingdao’s modern service industry 

2.1 A general analysis on the influencing factors 

2.1.1 Qingdao’s modern service industry has a low level of development, slow growth rate and an unreasonable 
internal structure 

Qingdao’s modern service industry doesn’t make a prominent performance in promoting the adjustment of 
economic structure and optimization of industrial structure. Firstly, the added value of Qingdao’s modern service 
industry is small in overall scale, low in proportion, and unreasonable in view of internal structure. The 
proportion of its added value to GDP has lingered around 20% in recent years. The proportion of technology 
intensive service industry and human capital intensive service industry is tending to be small. Secondly, 
Qingdao’s producer service industry and consumer service industry, which offer intermediate demand service to 
modern production sectors, have an unreasonable structure and low efficiency. Thirdly, regarding the support 
system of modern manufacturing industry, Qingdao’s modern service industry is in the situation of incomplete 
development with a lagging development to serve the manufacturing industry pre-production and 
post-production, and it can’t meet the demand of the manufacturing industry in rapid growth. 

2.1.2 The reform of administration system lags behind. Policy barriers to entry and many phenomena of 
monopoly still exist in modern service industry. Imperfection exists in policy-oriented mechanism. 

Firstly, in many areas of Qingdao’s modern service industry, the level of marketization is relatively very low, 
especially in the area of finance, telecommunication, railway and aviation. Such areas are in the situation of 
monopoly, regulation or limited operation due to the restriction of current systems and mechanisms. Secondly, 
Imperfection exists in policy-oriented mechanism. Although many encouraging policies have been produced in 
succession to promote the development of modern service industry, there are imperfections in policy system 
regarding the measures in implementation of such policies. These policies were basically drafted by a single 
industry and lacked the quality of wholeness and guidance. 

2.1.3 The proportion of service industry to GDP is hard to rise  

The growth model driven mainly by investment, the economic development pattern formed mainly by attracting 
foreign investment and carrying on international industrial transfer led to a strong development of manufacturing 
industry that limited the upside potential of service industry objectively. During the period of “the tenth five year 
plan” and “the eleventh five year plan”, the investment of Qingdao in the second industry was much larger than 
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that of service industry. Capital flow has great guiding impact on industry development. The proportion of 
service industry to GDP is hard to rise under such circumstance.  

2.1.4 Many factors limit the development of service industry  

Marketization, industrialization and internationalization haven’t play fundamental role in resource allocation of 
service industry. The mechanism of determination of service price by market hasn’t been established. The pattern 
of various economic sectors coexisting and developing together hasn’t been formed. The service industry has an 
over reliance on government input and it has great difficulty in advancing by the way of industrialization. The 
low degree of marketization leads to services lack of motivation. The slow industrialization leads to it lack of 
energy. The low level of internationalization leads to it lack of competition. The lagging urbanization leads to it 
lack of demand. 

2.1.5 The modern service industry is short of human resources, especially high-quality personnel. 

The modern service industry is the industry of knowledge-intensive and talent-intensive. Most of service trades 
have the characteristics of high levels of human capital, the content of high-tech and high added-value. Their 
development demands high-quality personnel. A city’s good development of services depends largely on its 
training, accumulation and utilization of professionals in modern service. Now, most of talented people in 
Qingdao are concentrating on oceanographic technology. Compared with many cities in China, Qingdao’s 
high-level, inter-disciplinary, and international talent for modern service industry is very scarce. Such scarcity of 
talent has been a key factor restricting its development of modern service industry. 

2.2 An empirical analysis on factors influencing Qingdao’s modern service industry 

With the data of Qingdao Statistical Yearbook, an econometric model for factors influencing the development of 
modern service industry from 1994 to 2008 is analyzed. The following visit variables are selected: (1) value 
added per capita in modern services industry (RJFW). The value-added of modern service sector equals 
value-added of the tertiary industry minus that of two traditional services sectors: Transportation, Storage, Post 
and telecommunication service sector, and the wholesale, retail trade and catering service sector. (2) Level of 
urbanization (CSHSP), which is represented by the proportion of urban population to national population. (3) 
Proportion of producer service industry to GDP (SCXFB). Due to the limitation of data acquisition, the 
value-added producer service industry is represented by the value-added of finance and insurance service sector. 
(4) Degree of industrialization (GYHCD), which is the proportion of value-added of the secondary industry to 
GDP. (5) Disposable income per capita. (RJSR) 

The explained variable is RJFW. The explanatory variables are CSHSP, SCXFB, GYHCD and RJSR. Suppose 
there is linear relation between the explained variable and the explanatory variables in this model. Each variable 
is used and handled in logarithmic form. 15 years data of each variable between 1994 and 2008 is adopted to 
make data analysis and the data fitting result is showed in table 2. Thus the basic form of the model can be 
obtained as the following: 

Log(RJFW)=13.71+7.11Log(CSHSP)+0.29Log(SCXFB)+2.29Log(GYHCD)+2.73Log(RJSR) 

From the regression results of table 2, we can see that all the explanatory variables have a significant effect on 
RJFW with a high goodness of fit of 99.14%, and they can explain 98.79% part of RJFW variation. The statistics 
of the equation meet the requirement of significance. The coefficient of each variable shows that Level of 
urbanization has the largest influence on development of service sector, and next large influence comes from the 
disposable income per capita. 

Insert Table 2 Here 

By analyzing the above results, we can get the following conclusion: 

Firstly, level of urbanization, disposable income per capita, degree of industrialization and modern producer 
service industry are major factors significantly influencing development of modern service industry. The 
significance of their influence decreases one by one.  

Secondly, as a major part of modern service industry, the finance and insurance industry has comparatively little 
influence on modern service industry, which has much deviation with reality. Although the development of 
modern service industry benefits much from the healthy development of finance and real estate, it has 
comparatively little influence on Qingdao’s modern service industry so far. 

Thirdly, level of urbanization has significant influence on development of modern service industry. The level of 
urbanization in Qingdao is about 35%, a very low level which restricts effective demand and supply of modern 
service. 
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Fourthly, disposable income per capita has big contribution to and clear impact on service sector and it is a major 
factor influencing the development of modern service industry. Qingdao’s disposable income per capita has been 
rising continuously and stably, especially for the urban residents. Such increase of disposable income per capita 
enhances people’s ability to enjoy modern service. 

3. Strategic choice of Qingdao to develop modern service industry 

3.1 clarifying the development strategy for Qingdao’s modern service industry and the functions of government 
administration 

The government should establish a special leading group of modern service industry, and work out carefully “the 
Development Plan of Qingdao’s Modern Service Industry”. As for the important modern services in the plan, 
operative and practical guidance should be given in industry policy, tax preference, fiscal and financial assistance, 
price subsidy and land support. At the same time, the government should clarify the functions of government 
administration, truly setting enterprises and social organizations apart from government and also separating 
enterprises from social institutions. Remove and modify those rules not suitable for fast development of modern 
service. Break down the old closing system of self-service. Try to explore the way of industrialization of modern 
service industry. 

3.2 Keep pushing the reform pace of Marketization, industrialization and socialization of Qingdao’s modern 
service industry.  

As for marketization, the government should promote marketization of resource allocation in modern service 
sector, relax regulations and restrictions, alter the industry organization structure of monopoly, and build a 
market order of fair competition. Market entry standards should be reduced. Market barriers should be 
eliminated. The quality of service should be improved. The efficiency of service should be increased. As for 
industrialization, many modern service enterprises should be cultivated with high credit, famous brand and 
international competitiveness. The guidance function of industry policy should be used to form an industrial 
development and an efficient and reasonable resource allocation. As for socialization, ancillary services which 
are not related to core competitiveness should be peeled off and self-service should be turned into social and 
professional service. During this process of transition, a target concept should be kept: high service efficiency 
and low service cost. The action of increasing “value discovery” of service economy artificially and incorrectly 
for purpose of seeking new economic growth should be forbidden. Such action may lead to self-inhibition of 
service economy. 

3.3 A systematic planning and design should be made on Qingdao’s modern service industry.  

Accumulation areas of modern service with distinct characteristics should be built considering transition of 
urban functions, systematic structure, service network topology, and service industry chain and service 
information database. Centering on accumulation areas, function positioning and develop priority should be 
clarified, attraction of investments should be enhanced, and development of modern service should be 
accelerated. 

3.4 Great importance should be attached to professional training of modern service. 

The industry of modern service is highly knowledge-intensive and its value comes from high-quality 
professionals. So the key problem of talent insufficiency should be solved for Qingdao to develop modern 
service industry. Now talents of finance, software, information and consulting are very scarce, especially those of 
high-level compound talents who can deal with complicated difficulties, coordinations and cooperations. 
Emphasis should be put on the following works: (1) Preferential policies and high income should be adopted to 
attract high-level international talents in key areas of modern service sector. Overseas Chinese experts and 
students should be encouraged to homecoming and start business by various ways and methods. (2) The 
advantage of educational resources in Qingdao’s universities and scientific research institutions should be fully 
used.  Effective measures should be taken to strengthen the integration and cooperation of industry, education 
and research. Compound talents should be cultivated with great strength. (3) In order to satisfy the demand of 
modern service for human resource, existing personnel in modern service should be trained by experts and 
scholars and the employees of modern service should be sent to abroad to study further.  
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Table 1. the proportion of modern industry to GDP of Qingdao in major years 

year 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 

proportion 20.8 19.9 22 21.6 21.6 25.1 26 25.9 26 22.8 20.1 21.1 22.2 23.7 

Source: according to the data from Qingdao Statistical Yearbook 

 
Table 2. parameter estimation by the equation of linear regression 

model Unstandardized Coefficient T test value significance 

B value standard deviation 

Constant 13.71146 4.637320 2.956763 0.0144 

Log(CSHSP) 7.111996 2.818099 2.523686 0.0302 

Log(SCXFB) 0.297305 0.070860 4.195681 0.0018 

Log(GYHCD) 2.285371 0.992427 2.302809 0.0040 

Log(RJSR) 2.727171 0.238319 7.247295 0.0000 

Remarks: R2=0.9914, adjustment R2=0.9879, F=287.340, D-W=2.071 

 

 
 
 

 

 

 

 

 

 

 

 
Figure 1. The proportion of added value of tertiary industry to GDP of Qingdao in major years 
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Abstract 

Significant developments in IT and communications systems in the world specifically in recent decades have 
prompted under-developed countries to become sensitive to new opportunities and undertake an all-out planning 
to register a jump in their development and increase their economic and social growth in a bid to narrow their 
gap with developed countries and even vie with them. To that effect, e-commerce has been lent too much 
credence and our study here seeks to analyze the elements required for implementing e-business plans in small 
and medium-sized enterprises. To this end, we present a fuzzy map-based methodology in order to explore the 
most important critical success or failure factors for implementing e-business plan. Conducting an analysis on 61 
indices bring us to the conclusion that factors like development, education and management of human resources, 
production scheduling, foreign relations management, communications systems and financial management are 
among the important critical failure factors.      

Keywords: E-commerce, E-business plan, Critical success and failure factors, Fuzzy logic, SMEs  

1. Introduction 

Today, the Information Technology has caused numerous developments in commerce.  These developments are 
not due to the facility or rapid growth of IT and the main reason behind the daily-increasing use of IT and 
Internet is the ability to cross international frontiers and exchange data regardless of geographical restrictions 
(Hayak, 2002). 

E-business is one of the IT and communications sectors to have been widely experienced in the past decade. 
Most enterprises are implementing e-business plan in an attempt to win a toehold in global markets and win over 
new, influential and effective customers. But using e-business plan in commercial activities requires attention to 
a series of influential endogenous and exogenous factors. The enterprises' heed to these factors and planning to 
make the best use of e-business technology will guarantee their success and help them grow (Gharbali 
Moqaddam and Eqdami, 2003). 

All pieces of research conducted hitherto about e-business have pointed only to specific aspects of the relevant 
factors. But in our research, we are determined to study the research activities carried out so far in order to 
indentify all relevant factors in view of finding out the most important critical success and failure factors in 
implementation of e-business plan in small and medium-sized enterprises.  

Since in our research, we cite views of experts and interviews in a qualitative manner, assessment of the views of 
the sample space by non-fuzzy methods could be called into question for two reasons. The first and foremost is 
that non-fuzzy methods ignore the ambiguity related to individual judgments when figures are transferred. The 
second point is that mental judgment, choice and priority of assessors largely impact the results (Ching et al, 
2005). But fuzzy methods serve as helpful tool for handling vague problems. Fuzzy concepts can help us use 
linguistic variables in naturally colloquial langue for assessment of indices and present more precise analyses by 
connecting these variables with proper membership functions. This article seeks to implement a fuzzy approach 
to examine the factors contributing to the implementation of e-business plan.           

2. Literature review 

Small businesses play an important role in economies all over the world by creating jobs and contributing to the 
socio-economic development of their communities. Small business owners possess little or no training on ITs 
and lack awareness of the benefits that ITs may provide to their business. The result is a major barrier to IT 
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adoption. The smaller the enterprise, the greater that this problem becomes, since most small companies are not 
using IT for their business activities (Wolcott, 2008). 

Electronic business is defined as doing business through automatic transactions, exchanges and interactions by 
information and communications technologies in view of economic objectives. E-business may include 
inter-organizational systems like telephone, Internet, email or intranet to support online commerce. Therefore, 
one can say that e-business requires automatic transactions in business (Hanafizadeh, 2006) 

Depending on whether organizations or individuals are the adversary party, e-business could be classified as 
follows. Relationships take shape based on commercial objectives. 

 Business to Business (B2B) 

 Business to Consumer (B2C) 

 Consumer to Consumer (C2C) 

 Business to Government (B2G) 

 Government to Business (G2B)  

E-business plan in different markets requires knowledge about the obstacles on the way of implementing this 
technology in the economy of each country (with regards to cultural, social, political and economic differences) 
specifically in their financial markets. Numerous studies have been conducted about these obstacles and we refer 
to them in short.  

Akkerenand and Cavaye (2002) have divided the factors influencing electronic commerce into three groups: 

1) The features of manager and owner (perceived interests, computer knowledge, self-confidence, perceived 
control, mental norms)  

2) Investment efficiency rate  

3) Features of the organization (readiness, external pressure, complexity of structure, information intensity)  

Flynn and Purchase (2001) have their own classification of barriers: 

1) Technical barriers: encoding, lack of qualified staff, low-speed Internet, compatibility to different systems 

2) Financial barriers: Inability to reach the proper output, high-risk investment, costly training of staff, lack of 
productivity and mistrust of the market, available credit, high implementation costs 

3) Organizational barriers: Lack of commerce models, weak programming and organization, lack of enough 
knowledge, lack of infrastructure, resistance of trade partners, implementation scheduling, lack of interest in EC  

4) Behavioral barriers: Confidence and risk, cheating, resistance to any change in the current processes, need for 
new training courses 

Mukti (2000) examined the barriers to implementation of EC and expressed them in terms of significance as 
follows: security, financial and contractual barriers, hackers intervention, lack of skilful IT staff, Internet 
phishing, lack of globalization activities, confidentiality, ownership, insufficient computers and Inquisition. 

In developing countries, extensive Internet restrictions could be attributed to the market and infrastructural 
factors controlling access to ICTs (Mercer, 2006). 

Moreover, producers of ICT products have found leading distributors often in developed countries thereby 
limiting the access to developing countries. Lack of access to credit cards is a main barrier to e-business 
development. Previous studies have reached that conclusion in B2C electronic commerce in Russia, India and 
Latin America. In Asia, between 35 and 40 percent of exchanges are carried out in cash (face-to-face) 
(Biederman, 2002).  Other aspects of financial systems have also lagged behind standards and they have failed 
to progress as they merit. For instance in the Caribbean islands, banks offer no online exchanges or electronic 
payment.  

Political barriers are created in an organized way by official groups. Many developing countries lack any 
regulations to recognize and certify digital and electronic signature. Some developing countries regard ICT 
products as luxury materials and they levy customs duties, value-added tax and extra commercial rights on them 
(UNCTAD, 2002). For their part, weak official organs contribute to lowering the customer's confidence in EC 
and their inclination for online purchase.  
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A relevant study conducted in Brazil attributes the low rate of incompatibility with EC to the lack of any EC 
regulations, insufficient support for Internet purchases, concerns about privacy and confidentiality and Internet 
taxation (Tigre and Dedrick, 2004).  

In developing countries, the organization's staff, the nature of the activity, technological resources, lack of 
knowledge about potential opportunities, incompatibility with new phenomena and inclination for inertia result 
in a negative impression about EC (Molla and Licker, 2005). 

The lack of knowledge among customers about the advantages of EC and their mistrust of the electronic service 
providers also hinder any development of EC in these countries. For instance, the low level of tendency to use 
credit cards in Latin America is attributed to their mistrust of service providers rather than to their limited access 
(Hilbert, 2001). Another study showed that confidence in post networks for a 100-dollar package is strongly 
compatible with GNP per capita (the purchasing power factor). Also, concerns related to post robberies hamper 
EC in Tanzania (Kshetr, 2007).     

A total of 61 indices identified through the literature of the research works already done classified within ten 
criteria. The elements and factors used in this research are illustrated in Table 1(Ozer, 2002; Kendall, 2001; 
Cooper, 1999; Grandon & Pearson, 2004; Ling, 2001; Rashid & Qirim, 2001; Wang & Tsai, 2002; Heck & 
Ribbers, 1999; Daniel & Gkimshaw, 2002; Molla & Licker, 2001; Quaddus & Didi , 2005). 

3. Methodology 

In this study, we intend to work out a methodology for elucidation of fuzzy sketch and identification of critical 
success and failure factors in implementation of e-business plan in SMEs by using fuzzy assessment principles.  

3.1. Sample 

A total of 130 managers and experts from small and medium-sized enterprises active in the Yazd industrial town 
participated in the study. 

3.2. Designing the research questionnaire 

A questionnaire based on the factors presented in table 1 has been designed and distributed among participants in 
question to measure the performance and significance of factors of e-business plan implementation in SMEs. 
Some variables like the sector in which the firms have been active and duration of the firm’s life have been 
control variables and haven’t had effect on the other variables.   

The vagueness and uncertainty arising in human evaluation of these indices makes the conclusion inaccurate and 
imprecise, but the fuzzy logic takes into account the vagueness and uncertainty and offers a proper tool for 
dealing with them. The linguistic variables and fuzzy numbers used in this research have been proposed in Table 
2.    

3.3. Validity & Reliability of research tool 

In order to endorse the content and criterion validity, the university professors and experts were asked to express 
themselves about the items of each factor using the following terms: absolutely appropriate, appropriate, 
somewhat appropriate, inappropriate and absolutely inappropriate. Once the views collected, the validity of the 
questionnaire of our research was estimated at 0.894. 

The Cronbach's alpha has been calculated in order to confirm the reliability of the questionnaire. It has been 
computed at 0.970. The alpha calculated for each factor is above 0.70, showing the acceptability of the reliability 
of the questionnaire.  

3.4. Integration of views  

Many methods like average, median and mode could be used for integrating the evaluations of different 
decision-makers. Average has largely been used in different pieces of research and here we use it again.  

Assume the assessment committee is comprised of m assessors, mtEt ...,,2,1, 
 
 and the elements of 

e-business are indicated with njF j ...,,2,1,  . Moreover, suppose that there are ),,( jtjtjttj cbaR  and 

),,( jtjtjttj zyxW 
 
fuzzy numbers used for estimating linguistic phrases to show the performance and 

importance of each element respectively.  

The following formulas show how the fuzzy ranking mean 
jR  and the weighted fuzzy mean 

jW  are 
calculated. 

Formula 1: ./))...(()((),,( 21 mRRRcbaR jmjjjjjj   

Formula 2: ./))...(()((),,( 21 mWWWzyxW jmjjjjjj 
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The fuzzy numbers corresponding to the linguistic evaluations of the elements have been illustrated in Table 3 in 
the Appendix.  

3.5. Locating items on the fuzzy sketch of e-business plan implementation SMEs  

The vertical pivot describes the performance and the horizontal one describes the significance of the factors of 
implementing e-business plan in SMEs. The data are finalized and each pivot is divided into three segments to 
give nine geographical locations. Each item will be located in a unique position based on the score it has 
obtained in the preceding step.  

Like a geographical map, this map will locate the items of implementation of e-business plan. The locations on 
the diameter of the matrix show the balance between the significance and performance. The factors lying there 
enjoy relative balance because the scores are mean. Three locations above the diameter show defection and fault 
due to the fact that their performance has not been heeded despite the high importance of elements. And the three 
locations beneath the diameter indicate the elements with overwork compared to their significance.  

Based on the data provided in Table 3 of Appendix, the fuzzy sketch is like Figure 1.   

3.6. Ranking critical success and failure factors in e-business plan implementation  

The faulty factors are in fact barrier hindering the implementation of e-business plan in SMEs and they are 
considered to be critical failure factors. Similarly, the factors located beneath are critical success factors. Since it 
is impossible to concentrate on all of these factors, they need to be ranked and then the most important and most 
influential of them would be identified by Pareto Law.   

3.6.1. Weighted Performance of Factors of E-Business Plan Implementation in SMEs  

Considering the significance of factors and their performance together can promote the ability to elucidate the 
success or failure indicator. Based on this interpretation, the factors with higher degree of significance and 
performance get higher scores. The significance is multiplied by the performance to produce a fuzzy number for 
ranking. And for critical failure factors ranking, the important point is that harmful factors are those with lower 
performance, regardless of their high significance. In order to obtain an indicator to measure the critical degree 
of these factors, the significance has first to be inversed before being multiplied by performance. The resultant in 
a progressive form will be indicative of the harmfulness of factors.  

Suppose njRW jj ,...,2,1,,  are fuzzy performance and fuzzy significance given to the item (j) and we are in 
the critical success factors area. The fuzzy numbers indicative of the final significance of these factors in success 
are calculated as follows: 

Formula 3:   )0(
1

j

n

j
j RWCSFS 



  

On the other hand, in case the aforementioned scores belong to critical failure factors, the fuzzy numbers are 
calculated as follows:  

Formula 4:   )0)1((
1

j

n

j
j RWCFFS 



  

The critical success and failure factors have been ranked in Tables 4 and 5 in the Appendix.  

3.6.2 Most influential critical success and failure factors in e-business plan implementation  

In this stage, the scores from the previous stage are ranked in order to clarify their significance to senior 
managers and decision-makers. The 5th column of Table 4 and 5 of Appendix(Index column) show the priority 
for fuzzy numbers.  

Since taking into consideration a large number of variables in a short period of time is impossible, it would be 
necessary to determine the most influential ones. Pareto Law can help us achieve this objective. According to 
this law, 80 percent of effects are due to 20 percent of causes. Based on this principle, paying attention to this 20 
percent could influence 80 percent of effects. The 6th and 7th columns of Tables 4 and 5 in the Appendix show 
the relevant calculations.  

According to Table 4 and 5, the most critical failure factors are as follows: 

 Development, education and management of human resources  

 Production scheduling 

 Foreign relations management 

 Upgraded communications systems  

 Generation and management of finance  
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And the most important critical success factors are: 

 Price of commodities or services  

 Performance of customers  

 International relations  

4. Conclusion 

This research has been conduced to provide the grounds for implementing e-business plan in small and 
medium-sized enterprises. To that effect, the literature of the research and feedback of views of experts helped 
identify 61 elements within the framework of ten factors. The conclusion from fuzzy set was that the most 
important critical failure factors in the e-business plan included development, education and management of 
human resources, production scheduling, management of foreign relations, upgraded communications systems in 
the organization as well as generation and management of funds. The following points could be taken into 
account for improving the implementation job. 

(1) Long-term planning to remove barriers to e-business and e-commerce  

(2) Reconsidering the processes in small and medium-sized enterprises in order to serve customers based on 
competitive advantages due to IT and communications technology  

(3) Convincing managers about their tasks vis-à-vis e-business plan  

(4) Training the staff about new skills about e-business 

(5) Regular investment in IT and communications to boost the security of electronic networks  

(6) Employing prominent experts and qualified managers  

(7) Management stability, reduced purge among decision-makers and setting a scheduling for e-business 
implementation   
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Appendix 

Table 1. Factors of implementing e-business plan 

Items Factor Items Factor 

Development, education and management of  
human resources 

 

Management 

Services to customers 

Supply 

Chain 

Management of information resources and 
systems 

Processing orders  

Management of physical and financial 
resources 

Transportation system 

Implementation of  programs Production scheduling 
Management of improvement and change Inventory  planning 
Management of foreign relations Sales and logistics  
Acquisition, creation and  management of 
finance 

Relations with vendors  

Management of strategic projects Good relations with customers  

Customer 

Operation of informatics section and 
connection to Internet network 

Technical 

Requirements 

Providing services to customers  

Wireless communications Monitoring market changes and customer satisfaction 
Upgraded communications systems Performance of customers  
Systems analyzer presence Making the organization agile and flexible   

Competitor

s 
Internet address (official website) Benchmarking models of successful rivals 
Emergency power system for the network Innovation in marketing  
High security of the network Winning foothold in markets where rivals are successful 
International relations Conquering untapped markets where rivals are still absent 
Secure E-payment 

Financial 

Infrastructures

Signing strategic contracts  
Development of credit cards Price of commodities or services   

Suppliers Development of banking network Quality (the ranking earlier agreed upon) 
Organizational culture 

Organization 

Type 

On-time delivery 
Size of the organization Financial capability of supplier to make repay debts 
Contribution of senior managers Geographical position of supplier  
Organizational structure Continued improvement of services or commodities  
Designing products and services Productions 

& 

Services 

Creativity  
Evaluating the effectiveness of new 
products/services 

Electronic contracts  

Political & 

Law 

Infrastructur

es 

Preparation for production Electronic signature  
Innovation development process and offering 
new products or services 

Guaranteed operation  

Output Intellectual property rights law 
Innovation in the production process Privacy  

 
Cybercrimes  
Supporting consumers  
Customs duties 
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Table 2. Linguistic variable & Fuzzy numbers 

Value Linguistic variable 

(0, 0. 5, 1.5) Very Low 

(1, 2, 3) Low 

(2, 3.5, 5) Fairley Law 

(3, 5, 7) Medium 

(5, 6.5, 8) Fairley High 

(7, 8, 9) High 

(8.5, 9.5, 10) Very High 

 

Table 3. Fuzzy scores of importance and performance of items 

Performance ImportanceItem  

(3.20,4.82,6.44) (8.43,9.28,7.36)Development, education and management of  human resources X1 

(3.25,4.79,6.34) (6.98,8.07,9.04)Management of information resources and systems X2 

(3.80,5.42,7.03) (6.60,7.76,8.82)Management of physical and financial resources X3 

(3.87,5.41,6.93) (6.85,7.98,8.82)Implementation of  programs X4 

(3.34,4.86,6.41) (7.73,7.94,8.96)Management of improvement and change X5 

(3.01,4.68,6.36) (7.05,8.15,9.08)Management of foreign relations X6 

(3.37,4.89,6.45) (4.06,8.15,9.08)Acquisition, creation and  management of finance X7 

(3.82,5.37,6.91) (6.48,7.69,8.79)Management of strategic projects X8 

(3.15,4.79,6.45) (6.55,7.75,8.82)Operation of informatics section and connection to Internet  network X9 

(3.27,4.82,6.38) (6.45,6.73,8.73)Wireless communications X10 

(3.23,4.69,6.16) (7.03,8.11,9.05)Upgraded communications systems X11 

(2.84,4.24,5.67) (6.35,7.60,8.73)Systems analyzer presence X12 

(4.39,5.89,7.39) (7.43,8.49,9.32)Internet address (official website) X13 

(3.83,5.42,7) (6.74,7.88,8.88)Emergency power system for the network X14 

(3.30,4.93,6.57) (6.76,7.94,8.96)High security of the network X15 

(3.31,4.89,6.48) (5.55,7.59,8.39)International relations X16 

(3.30,4.77,6.23) (6.47,7.66,8.75)Secure E-payment X17 

(3.35,5,6.66) (6.62,7.80,8.85)Development of credit cards X18 

(3.02,4.51,6.01) (6.04,7.26,8.41)Development of banking network X19 

(3.81,5.3,6.76) (6.49,7.67,8.72)Organizational culture X20 

(3.10,4.59,6.10) (6.47,7.72,8.80)Size of the organization X21 

(3.63,5.21,6.78) (6.47,7.70,8.79)Contribution of senior managers X22 

(3.50,5.16,6.81) (6.13,7.37,8.54)Organizational structure X23 

(3.404.89,6.38) (6.55,7.75,8.82)Designing products and services X24 

(3.34,4.95,6.57) (6.32,7.56,8.71)Evaluating the effectiveness of new products/services X25 

(4.25,5.76,7.25) (6.77,7.92,8.95)Preparation for production X26 

(3.12,4.64,6.17) (6.48,7.66,8.74)Innovation development process and offering new products/services X27 

(4.15,5.68,7.22) (7.17,8.25,9.17)Output X28 

(3.49,5.10,6.73) (7.05,8.15,9.08)Innovation in the production process X29 

(3.54,5.07,6.59) (6.49,7.67,8.75)Services to customers X30 

(4.00,5.55,7.08) (6.52,7.71,8.81)Processing orders X31 

(4.01,5.54,7.05) (6.02,7.33,8.55)Transportation system X32 

(2.83,4.23,5.69) (6.82,7.97,8.98)Production scheduling X33 

(3.54,4.94,6.34) (6.47,7.70,8.79)Inventory  planning X34 

(3.90,5.48,7.03) (6.57,7.74,8.83)Sales and logistics X35 

(3.95,5.56,7.15) (6.32,7.54,8.68)Relations with vendors X36 

(3.42,5,6.57) (6.15,7.42,8.61)Good relations with customers X37 

(4.10,5.70,7.29) (6.67,7.82,8.86)Providing services to customers X38 

(3.49,5.09,6.68) (6.77,7.92,8.95)Monitoring market changes and customer satisfaction X39 

(3.5,5.09,6.69) (5.49,6.87,8.18)Performance of customers X40 

(3.34,4.88,6.42) (6.21,7.48,8.64)Making the organization agile and flexible X41 

(3.46,4.96,6.43) (7.10,8.24,9.16)Benchmarking models of successful rivals X42 

(3.27,4.87,6.48) (7.03,8.11,9.05)Innovation in marketing X43 

(3.46,5.08,6.71) (7.23,8.31,9.21)Winning foothold in markets where rivals are successful X44 

(3.72,5.31,6.91) (6.37,7.62,8.72)Conquering untapped markets where rivals are still absent X45 
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(3.90,5.47,7.04)(7.09,8.19,9.11) Signing strategic contracts X46 

(3.45,4.93,6.42)(5.59,6.98,8.30) Price of commodities or services X47 

(3.35,4.87,6.39)(6.55,7.71,8.79) Quality (the ranking earlier agreed upon) X48 

(4.05,5.64,7.24)(6.99,8.10,9.05) On-time delivery X49 

(3.87,5.40,6.92)(6.21,7.48,8.64) Financial capability of supplier to make repay debts X50 

(4.64,6.09,7.52)(6.65,7.82,8.85) Geographical position of supplier X51 

(4.25,5.80,7.33)(6.51,7.68,8.75) Continued improvement of services or commodities X52 

(3.54,5.08,6.62)(6.82,7.96,8.95) Creativity X53 

(3.41,4.98,6.53)(7.15,8.26,9.16) Electronic contracts X54 

(3.29,4.79,6.31)(6.95,8.07,9.03) Electronic signature X55 

(3.31,4.95,6.59)(6.81,7.93,8.95) Guaranteed operation X56 

(3.42,4.97,6.51)(6.97,8.12,9.08) Intellectual property rights law X57 

(3.53,5.15,6.78)(6.37,7.62,8.72) Privacy X58 

(3.04,4.68,6.33)(6.97,8.09,9.05) Cybercrimes X59 

(4.05,5.65,7.23)(6.65,7.84,8.89) Supporting consumers X60 

(3.93,5.51,7.09)(7.06,8.17,9.10) Customs duties X61 

  

Table4. Prioritizing critical failure factors 

Accumulative
Frequency 

Relative 
Importance 

Index    )0)1(( jJ RW Performance  Importance  Items 

0.045 0.045 0.556 (2.27,7.55,16.9) (3.20,4.82,6.44) (8.43,9.28,7.36) X1 

0.089 0.044 0.551 (2.87,8.56,18.0) (2.83,4.23,5.69) (6.82,7.97,8.98) X33 

0.133 0.044 0.550 (2.74,8.63,18.7) (3.01,4.68,6.36) (7.05,8.15,9.08) X6 

0.177 0.044 0.550 (3.05,8.83,18.2) (3.23,4.69,6.16) (7.03,8.11,9.05) X11 

0.221 0.044 0.548 (3.07,9.03,18.9) (3.37,4.89,6.45) (4.06,8.15,9.08) X7 

0.264 0.044 0.548 (3.10,9.24,19.1) (3.25,4.79,6.34) (6.98,8.07,9.04) X2 

0.308 0.044 0.546 (3.18,9.40,19.8) (3.49,5.10,6.73) (7.05,8.15,9.08) X29 

0.352 0.044 0.543 (3.48,10.0,20.7) (2.84,4.24,5.67) (6.35,7.60,8.73) X12 

0.395 0.043 0.542 (3.59,10.1,20.6) (3.10,4.59,6.10) (6.47,7.72,8.80) X21 

0.438 0.043 0.541 (3.43,10.1,21.2) (3.12,4.64,6.17) (6.48,7.66,8.74) X27 

0.482 0.043 0.541 (3.71,10.4,21.5) (3.87,5.41,6.93) (6.85,7.98,8.82) X4 

0.525 0.043 0.541 (3.93,10.8,21.7) (3.15,4.79,6.45) (6.55,7.75,8.82) X9 

0.568 0.043 0.540 (3.97,10.8,21.8) (3.30,4.77,6.23) (6.47,7.66,8.75) X17 

0.612 0.043 0.539 (3.72,10.7,22.2) (3.27,4.82,6.38) (6.45,6.73,8.73) X10 

0.655 0.043 0.539 (4.01,10.9,21.9) (3.83,5.42,7) (6.74,7.88,8.88) X14 

0.698 0.043 0.539 (4.10,11.1,22.0) (3.46,4.96,6.43) (7.10,8.24,9.16) X42 

0.741 0.043 0.539 (3.84,10.9,22.4) (3.27,4.87,6.48) (7.03,8.11,9.05) X43 

0.784 0.043 0.539 (4.26,11.3,22.3) (3.46,5.08,6.71) (7.23,8.31,9.21) X44 

0.827 0.043 0.539 (4.13,11.4,22.6) (3.54,5.08,6.62) (6.82,7.96,8.95) X53 

0.871 0.043 0.539 (4.25,11.4,22.7) (3.41,4.98,6.53) (7.15,8.26,9.16) X54 

0.914 0.043 0.539 (3.66,10.5,21.5) (3.29,4.79,6.31) (6.95,8.07,9.03) X55 

0.957 0.043 0.539 (4.51,12.2,24.3) (3.42,4.97,6.51) (6.97,8.12,9.08) X57 

1.000 0.043 0.539 (2.89,8.71,18.6) (3.04,4.68,6.33) (6.97,8.09,9.05) X59 
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Table 5. Prioritizing critical success factors 

Accumulative 
Frequency 

Relative 
Importance 

Index   jJ RW 0 Performance  Importance  Items 

0.0772 0.0772 0.5140(5.48,14.8,28.3) (3.45,4.93,6.42) (5.59,6.98,8.30) X47 

0.1544 0.0772 0.5137(6.3,15.9,30.1) (3.5,5.09,6.69) (5.49,6.87,8.18) X40 

0.2316 0.0772 0.5136(5.32,11.7,28.7) (3.31,4.89,6.48) (5.55,7.59,8.39) X16 

0.3087 0.0770 0.5127(5.08,13.5,26.3) (3.50,5.16,6.81) (6.13,7.37,8.54) X23 

0.3856 0.0769 0.5120(5.80,14.7,28.0) (4.01,5.54,7.05) (6.02,7.33,8.55) X32 

0.4625 0.0769 0.5116(5.19,13.6,26.3) (3.95,5.56,7.15) (6.32,7.54,8.68) X36 

0.5393 0.0769 0.5115(4.56,12.3,24.0) (3.90,5.48,7.03) (6.57,7.74,8.83) X35 

0.6162 0.0768 0.5114(4.75,12.6,24.6) (4.00,5.55,7.08) (6.52,7.71,8.81) X31 

0.6930 0.0768 0.5111(4.47,12.1,24.2) (4.05,5.65,7.23) (6.65,7.84,8.89) X60 

0.7698 0.0768 0.5110(5.28,13.4,25.5) (4.25,5.80,7.33) (6.51,7.68,8.75) X52 

0.8466 0.0768 0.5110(4.66,12.4,24.2) (4.10,5.70,7.29) (6.67,7.82,8.86) X38 

0.9233 0.0768 0.5108(4.46,11.9,23.4) (4.25,5.76,7.25) (6.77,7.92,8.95) X26 

1.0000 0.0767 0.5103(5.30,13.2,25.1) (4.64,6.09,7.52) (6.65,7.82,8.85) X51 
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Figure 1. The Fuzzy sketch of e-business plan implementation 
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Abstract 

HR configurations facilitate flow of knowledge, which leads to sustainable competitive advantage. HR is always 
on the front line in developing the knowledge base in the organisation. HR practices are especially important in 
attracting, retaining and developing the skills and knowledge of employees. Hence the HR practices must be 
deliberately chosen and used strategically to maintain strong organisational boundaries to promote high levels of 
organisational and professional identity more specifically it encourages the retention of staff in a highly 
competitive industry. The study is carried on the basis field survey of Indian IT sector and found  that a 
developmental HR configuration practices which is comprising of comprehensive training practices, promotion 
from within, developmental performance appraisal process, and skill based pay is positively related to an 
organisation’s level of human capital. 

Keywords: Developmental HR configurations, knowledge economy, intellectual talent, Human capital 

1. Introduction 
HR configurations facilitate flow of knowledge, which leads to sustainable competitive advantage. HR is always 
on the front line in developing the knowledge base in the organisation. HR practices have a central importance in 
knowledge intensive industries because they have immediate effect on the organisation’s key resource, its stock 
of intellectual talent. HR practices are especially important in attracting, retaining and developing the skills and 
knowledge of employees. A particular challenge is the ‘talent war’ for specialised skills that takes place in very 
tight labour markets. This creates a need to devise practices which retain these employees and develop their 
skills to match the often fast changing nature of the product market like software industry. HR strategy drives the 
long term strategy of the business. Hence the HR practices must be deliberately chosen and used strategically to 
maintain strong organisational boundaries; to promote high levels of organisational and professional identity 
more specifically it encourages the retention of staff in a highly competitive industry. The study proposes that a 
developmental HR configuration comprising of comprehensive training practices, promotion from within, 
developmental performance appraisal process, and skill based pay is positively related to an organisation’s level 
of human capital. 

2. Objectives & Methodology 

The study is carried out primarily on the basis of field survey of some of the organisations of Indian IT sector 
which is a major growing area in Indian economy. Intellectual capitals constitute the major asset of the industry 
but the sector is facing enormous challenges maintaining their human resource pool because rate of turnover in 
these sectors is very high. Talent management and retention is one of the major issues of the industry. Hence the 
research is intended to study the HRM practices and the designing of HR architecture of some of the selected IT 
organisations to attract, acquire and maintain the firm specific talent. The specific purpose of the study is to 
examine the degree of relation between Developmental HR configurations and human capital of those IT 
industries.  

A stratified random technique has been adopted to select the respondents for the study. 844 respondents were 
selected randomly from lower, middle and upper levels management of the Indian IT organisation out of which 
466 responses were used for the study. A 12 items questionnaire was developed to measure the practices of 
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Developmental HR configuration of the organisations under study and strength of human capital are measured 
by a questionnaire consisting of 8 items. Then both the instrument under study has undergone a pilot testing to 
test the reliability and validity of the study. Following hypothesis was formulated and tested under the research 
work. A multiple regression model was designed to find out the relationship between Developmental HR 
architecture and human capital of the organisations understudy. 

Y = β0  + β1Z1+ β2Z2 +  . . ..... +βnZn + є 

Y (  Y1, Y2, ...... Yn   )   are Dependent variables 

β0,    β1, β2,   ........ βn  are unknown  parameters 

Z1, Z2,  ...............  Zn  are independent variables 

Є (Є1, Є2, ....... Єn ) are error terms 

OHC is function of ( DHRC1, DHRC2  .............DHRC7) 

HYPOTHESIS : A developmental HR configuration, DHRC (comprised of comprehensive training practices, 
promotion from within, developmental performance appraisal process, and skill based pay) is positively related 
to an organisation’s level of human capital (OHC). 

3. Review of Literature 

3.1 HR and Human Capital   

As human capital refers to individual’s knowledge, skills, and expertise, the concept is of paramount importance 
in any discussion of intellectual capital. Knowledge intensive firms place most importance on human capital as 
opposed to physical or financial capital. In a knowledge economy people is considered as revenue creators rather 
than costs. Knowledge of people’s competence is sources of wealth creation. Human capital is valuable to the 
extent that it contributes to a firm’s competitive advantage by improving efficiency and effectiveness, exploiting 
opportunities or neutralising threat (Barney, 1991; Lado, Boyd and Wright, 1992). They are the only assets that 
appreciate with use. Human capital is the ability of the employees to do things that ultimately make the company 
work and succeed. Human capital begins with human resources in the form of knowledge and skills embodied in 
people. The human resources of a company act as a surrogate indicator of its competence and credibility 
affecting the ability to attract and develop other types of resources and capabilities needed in the innovation, 
development and growth process (Bartel and Lichtenberg, 1987; Florin et al 2003; Pennings et al 1998). 

Hambrick and Mason (1984) suggested that organisations are reflection of their top managers. Building on this 
work, Finkelstein and Hambrick (1996) argued the importance of human element in strategic choice and firm 
performance. In fact, managers in particular represent a unique organisational resource (Daily, Certo and Dalton, 
2000). The human element has grown in importance because knowledge has become a critical ingredient to gain 
a competitive advantage, particularly in the new economy landscape (Grant & Spender, 1996). Carly Fiorina, 
CEO of Hewlett-Packard, emphasised this point “The most magical and tangible and ultimately the most 
important ingredient in the transformed landscape is people. 

The literature on organisational learning, for example points out organisations, in and of themselves, do not 
create knowledge, people do (Argyris and Schon, 1978). Knowledge is created by individuals. An organisation 
cannot create knowledge on its own without individuals. Individual learning is prerequisite for organisational 
learning (Kim, 1993). Individual learning occurs simply by virtue of being human. As individuals learn, they 
increase their human capital and create knowledge that potentially forms a foundation for organisational level 
learning and knowledge accumulation. Knowledge stocks provide a foundation for understanding the role of 
human capital as a potential source of firm’s core competencies (Grant & Spender, 1996).Managing people 
based on their human capital will allow an organisation to optimize knowledge creation- whether of new product 
ideas and services or of improvements in business processes (Hitt, Bierman, Shmizu and Kochhar, 2001 Lepak 
and Snell, 1999). Researchers have examined that, variations in HR practices is accompanied by differences in 
employment system as well as differences of human capital (Lepak and Snell, 1999). Through a series of unique 
HR practices firms may have access to valuable human resources that provide a source of competitive advantage 
(Colbert, 2004). 

Human capital theorists have typically argued that organisations can increase their human capital by internally 
developing the knowledge and skills of their current employees and by attracting individuals with high 
knowledge and skill levels from the external labour market. That is, organisations can try to make and buy 
human capital. Human capital grows in two ways; when the organisation uses more of what people know and 
when more people know more of what is useful to the organisation (Stewart, 1997).According to resource based 
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view of the firm, performance differences across the firm can be attributed to the variance in firm’s resources 
and capabilities. Resources that are valuable, unique and difficult to imitate can provide the basis for firm’s 
competitive advantages (Barney 1991). Organisation exists for a purpose and is a deliberate arrangement of 
human and other resources with the aim of delivering needs, satisfying services and products as effectively and 
efficiently as possible, which ultimately needs optimal workforce planning. 

Developmental HR configuration DHRC, As an alternative to (or in conjunction with) an acquisition 
configuration, organisations can enhance their human capital pool through a developmental configuration based 
on training and education. Human capital is unique, in that it is only asset that can be developed through various 
forms of education, training and on the job experience. Employee training ensures an organisation having skilled, 
motivated and competent workforces. Starting from orientation programs and technical training classes 
experienced early in one’s career, to leadership development and executive coaching, training and development 
is deeply woven into the fabric of talent management practices. Training and education have long been the 
primary, focus of human capital theory. Bartel (1991) finds that firms with active human resource planning are 
more likely to train. Attracting the right people and providing them with learning opportunities will create right 
skills to meet the needs of the business now and in the future.  

More recently, researchers have noted the central role of comprehensive training in firms, attempting to 
transform their workforces from touch labour to knowledge work (Snell and Dean, 1992). Training 
comprehensiveness encompasses both intensity and scope. Training intensity focuses on the depth of 
intervention, the duration of the programs, and the degree to which they are continuously updated. In contrast, 
training scope focuses on the breadth of training, the different types of training opportunities offered to 
employees, the utilisation of cross training and like. The common assumption is that getting people learn is 
largely a matter of motivation. When people have the right attitude and commitment, learning automatically 
follows. So companies focus on creating new organisation structures (skill-based pay, performance reviews, 
co-operate cultures) and the like that are designed to create motivated and committed employees (Argyris, 1993). 

Training tends to be a focal point in discussions concerning the development of human capital. Training of 
workers contributes to an increase in the capital stocks available to the economy. Training is closely related to 
innovation. It upgrades the skills of employees. Human capital development is complementary to innovation. 
The main objective is to maximise knowledge amount by providing specialised training that is firm specific. 
Firm specific training will ultimately increase the uniqueness of human capital of an organisation, increasing the 
tacit knowledge or deep experience and understanding that cannot be found in an open labour market (Perrow, 
1967). Several studies suggest that firm - specific experience (Becker, 1962 Pennings et al 1998) that is not 
readily available to competitors defies attempts at imitation of service offerings and thus may provide a potential 
source of increased performance (Snell, Youndt and Wright, 1996). People would perform better, if they have 
more training and more information about how the company works. It is fair to state that the best development 
for making talent can be possible through on the job experience.  

Becker (1964) originally pointed out that under norms of rationality organisations would prefer programs that 
produce firm –specific skills that are non-transferable to other companies. Specific resources are unique and 
difficult to imitate (Barney, 1991). Specificity of skills is associated with specificity of human capital. In other 
words it can be stated that human capital is most valuable when it is firm specific (Hatch and Dyer, 2004; Hitt et 
al, 2001).  In order to capitalise on such training investments, as well as encourage employees to develop firm 
specific skills, many theorists suggested that organisation should utilise promotion within, or internal labour 
markets. In Koch and McGrath (1996) speaks “A firm that pays for training and that subsequently fails to 
promote from within is arguably failing to capitalise on its investments”. 

Broadening this HR configuration further, supportive performance is also espoused to facilitate employee 
development. One way to generate firm specific resources is human capital development (Lepak and Snell 1999). 
Although performance appraisal can focus on administrative as well as developmental functions, it is the 
developmental aspect that is most expected to influence learning and skill enhancement. Learning is being 
positioned as key strategic element in an organisation’s success, and much more than a tactic aimed at improving 
job performance. Senge described a learning organisations as one, “where people continually expand their 
capacity to create the results they truly desire, when new and expansive patterns of thinking are nurtured, where 
collective aspiration is set free, and where people are continually learning to see the whole together” (Senge, 
1994).   

Compensation systems, particularly those associated with skill and knowledge based pay, are also likely to play 
a significant role in motivating employees to increase their human capital. Treating the employees fairly in all 
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respect without any discrimination, specifically providing skill based pay helps organisations in motivating and 
retaining employees.  When companies link pay to the knowledge, skills, and abilities of their workers, they 
hope to direct the attention of their employees to developmental opportunities and to encourage skill - seeking 
behaviour (Murray and Gerhart, 1998). 

4. Empirical Evidences 

As shown in table1 demographic profiles of the respondents consist of small, medium, and large organisation, 
where respondents from large organisation constitute almost half of the total population in the study. Female 
participants in the study was one third where as male participants consisted of two third of the total population. 
Age- wise distribution depicts 26-34 year age group dominates in the study consisting of more than 50% of the 
total sample. The respondents having 5-10 years of experience at current organisation is very well present in the 
study consisting of 51% of the total sample. 

As described in table 2 developmental configurations is found to be significantly related with human capital with 
R² = 0.776. So the linear regression model set under the study is very well fit with R² = 0.7  

5. Discussion 

The impact of human resource management (HRM) policies and practices on performance of the firm is an 
important topic in the field of human resource management, industrial relations, and industrial and organisational 
psychology (Boudreau, 1991; Jones and Wright, 1992, Jeff S. Margulies & kleiner, 1995). “The use of high 
performance work practices, including comprehensive employee recruitment and selection procedure, incentive 
compensation and performance management system, and extensive employee involvement and training, can 
improve the knowledge, skill and abilities of firm’s current and potential employees, increase their motivation, 
reduce shirking, and enhance retention of quality employees while encouraging non performers to leave the firm. 
Today, competitive advantage depends on intangible assets especially human capital. People and their efforts are 
what make one organisation different from its competitors but the management of man” is a very important and 
challenging job, because it is a job, not of managing ‘men’ but of administering a social system. The present 
study is based on the theory that HR systems are fundamental in the development of human capital and found 
that comprehensive training and development efforts were very closely related to an organisation level of human 
capital.  

6. Conclusion  

People are the organisations greatest asset, providing the intellectual capital that drives differentiation and value 
added services. Organisations where growth initiatives are considered, the first resource that needs to grow and 
flourish is actual human resources in that organisation. Growth from macro perspectives is possible only when 
micro activities are initiated by the organisations. To keep pace with globalisation modern organisations have to 
deal with each individual differently and tactfully, thereby fulfilling the demands of employee as well as taking 
steps towards growth plan of the organisation.  

Since the study is carried on in a hi-tech and skill based industries in which application of knowledge or skill 
determines productivity, performance and competitiveness, it is found that Skill-based Pay (SBP) is an 
innovative reward system that promotes workforce flexibility by rewarding individuals based on the number, 
type, and depth of skills mastered. Again it is found that providing promotion from within has also significant 
effect on human capital development. It increases the motivation level of current employees who already know 
the business and they take the ownership of getting things done. Hence they are the best bet for filling the 
position with expertise. So far as comprehensive training practices are concerned since the organisations 
understudy are knowledge based industries , intellectual capital, especially human capital are the major asset of 
the company, the organisation continuously invest on comprehensive training practices like seminar, conferences, 
coaching, counselling and mentoring activities for people development. Learning constitutes the core of the 
organisation culture. The organisations under study are practising 360 degree performance appraisal and 
360-degree review of the employees’ performance very efficiently .It is considered as one of the most credible 
performance appraisal methods by which personal skills of the employees are evaluated based on their learning 
and analytical ability, communication skills, decision making, change management, planning and organizing 
skills. The system is a good system where everybody succeeds. Hence it can be concluded that though 
development is too important to gauge in the human supply chain it is very crucial in nature in today’s economy. 
All the learning initiatives have to be taken at each level of the organisational activity for fullest potential 
development of people and translating talent into value.   
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Table 1. Demographic Analysis 

Parameter Group #           % 

Size Small 143 30.7 
  Medium 108 23.2 
  Large 215 46.1 

Sex Female 172 36.91 
  Male 294 63.09 

Role Senior Management 106 22.75 
  Middle Management 132 28.33 
  Junior Management 142 30.47 
  Non Management Exec 86 18.45 

Age 26- 56 12.02 
  26-34 246 52.78 
  34-42 92 19.74 
  42-50 52 11.16 
  50+ 20 4.3 

Organisation Experience 2yr- 106 22.74 
  2 to 5 78 16.74 
  5 to 10 239 51.28 
  10 to 20 33 7.08 
  20+ 10 2.16 

Total Experience 2yr- 30 6.44 
  2 to 5 94 20.17 
  5 to 10 168 36.05 
  10 to 20 138 29.62 
  20+ 36 7.72 

Total   466 100 

 

 

Table 2. Regression Analysis of Developmental HR Configurations & HC 

Developmental H R Configurations & human capital 

 Multiple R R2 Adjusted R2 Std. Error 

Developmental(D) 0.881(a) 0.776 0.776 0.2406 
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Abstract 

Enterprise is the main body of technical innovation, and the main body of the creation, protection, and 
implementation of intellectual property. The intellectual property protection and management run through the 
whole process of technical innovation. The problems existing in the intellectual property protection of the 
innovational results in the enterprise technical innovation are analyzed, and corresponding countermeasures are 
suggested in this article. 

Keywords: Technical innovation, Knowledge property, Intangible assets 

Technical innovation and intellectual property protection are two important parts to promote the development of 
modern enterprises. By technical innovation, enterprises could acquire, allocate, and create technical and 
intellectual resources, cultivate and enhance their core technologies and capacities, and establish their 
competitive advantages. The intellectual property protection emphasizes that the intellectual assets of the 
enterprise protected by the laws should not be invaded by others. Innovation is the headspring of intellectual 
property, and intellectual property protection is the driver of innovation. To cultivate the core competitive ability 
of enterprise is the key to implement the intellectual property protection of the technical and innovational results 
for enterprises. 

1. Intellectual property protection promotes the technical innovation of enterprise 

Intellectual property protection is one of basic premises to ensure the rights, capitalization, commercialization, 
and marketization of the technical and innovational results. The technical and innovational results needs the 
protection of intellectual property, and the perfection of the intellectual property protection system will largely 
encourage and drive the technical innovation, and provide a interior drive and a exterior fair competitive and 
legal environment for the technical innovation, which is very important to promote the technical innovation. 

1.1 The intellectual property protection system is the most effective encouragement mechanism of technical 
innovation 

The development history of science, technology, and economy and the experiences of various countries indicate 
that the intellectual property system uses the legal and economic measures to ensure that the originator could 
enjoy the exclusive right for his technical and innovational result in certain term by the form of national laws. 
Without the patentee’s permission, others could not use this invention, so the originator could return the 
investment of the invention and obtain the extra profit by using or allowing others to use this invention. But the 
acquirement of the extra profit is after the marketization of the technical innovation, and the amount of the extra 
profit is linked with the market effect of technical innovation, which is like adding the benefit oil to the genius 
fire. 

1.2 The intellectual property protection system is the legal protection mechanism of technical innovation 

It is better to say that the competition among countries is the economic competition, than say that the 
competition is the competition of science, technology, and talents, and the essential of the talent competition is 
the competition of intellectual property, and who possesses independent intellectual property in certain one 
technical domain will obtain the control right in this domain, and the intellectual property is being one of the 
most important resources in the world. To promote the development of technical innovation, a fair competitive 
rule must be established, and a fairly competitive environment must the built. The essential of the intellectual 
property system is to encourage and establish the fair competition based on technical innovation, and it would 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

                                                          ISSN 1913-9004   E-ISSN 1913-9012 188

establish the fairly competitive rule by the patent law, the brand law, the copyright law, and the anti-unfair 
competition law. At the same time, by the legal form, the intellectual property system will legally protect the 
patent right, the brand right, and the copyright according to relative laws. For those behaviors disobeying the 
intellectual property law, various governments all would punish them by the administration form or the judicial 
form. 

1.3 The intellectual property protection system is the leading mechanism of technical innovation 

The intellectual property system could provide not only powerful drive and effective legal guarantee for 
technical innovation, but also scientific reference to reasonably allocate technical innovation resources and 
correctly select the direction and approach of technical innovation. The patent laws in various countries all 
regulated that the invention and creation applying patent must publish the invention content by sufficient and 
complete specification in legal term. These up-to-date technical intelligences will be widely diffused in the world. 
The patent literatures are the historical record of human technical innovation, but the treasure of human 
intelligent results. Technical innovation staff could know and grasp the level and direction of the up-to-date 
technical innovation in the world, and select right direction and approach of technical innovation, effectively 
allocate the resources of technical innovation, enhance the start and level of technical innovation, avoid the 
waste of human resource, financial resource, and material resource, and create the up-to-date technologies and 
products on the “giants’” shoulders. 

1.4 The intellectual property protection system is the accelerating mechanism of technical innovation 
industrialization 

Because of the novelty, the practicability, and the creativity, the intellectual property system could ensure that the 
patentee of the invention has twenty years’ protection term in laws, and in this term, the illegal competition will 
be eliminated, so the implementation of the patent technology is more advantageous than the implementation of 
other technologies, and the originator can start the company himself, or go to the industrial and mining 
enterprises with his own patent and transfer the patent with compensation, and many new industries supported by 
the patent technologies will be gradually formed. The practice has proved that the intellectual property system 
has been the accelerator of the industrialization of technical innovation. 

2. Technical innovation is the creation activity of intellectual property 

Technical innovation is the process including the research and formation of new invention and creation, the 
application and implementation of new invention and creation, the commercialization and industrialization 
diffusion of new technology, and the commercialization of new technical results. In various stages and parts of 
the enterprise technical innovation, the intellectual property protection is being generated and filtered, and the 
technical innovation is closely related with the intellectual property protection, and both of them will drive the 
flourish development of the enterprise in the drastic market competition. 

2.1 The intellectual property protection in the planning and evaluation stage of technical innovation 

The planning and evaluation stage is the start of technical innovation, and it means the innovation subject begin 
to think the primary consideration, conception, and evaluation about the scientific foreground, the production 
method, the technical project, and the technical flow under the influence of various innovational factors, and 
discover valuable new technologies, methods, organizations, and market, and prepare for relative creative 
activities. In this stage, many creative intellectual activities such as information acquisition, materials induction, 
market analysis, and value judgment are needed, so large numerous of intellectual properties will occur, such as 
the actuality and prediction of certain technology by information acquisition and processing, the market report of 
certain production by the market analysis, and the relative industrial competition trend and profitable foreground 
by the evaluation and prediction, which all have large commercial values, and some of them could form the 
intellectual properties such as copyright and commercial secrets, and are very important to confirm the technical 
object, the product direction, and the competitive strategy for the enterprises in the starting stage. 

2.2 The intellectual property protection in the research and development stage of technical innovation 

By research and development, new product, technologies, and other technical results could be obtained, and 
these results should be applied and protected by the form of patent, and be saved as the innovation subject’s 
commercial secrets. In addition, innovation subject’s all technical materials and research and development result 
could be protected by the copyright. Except for self-research and development of innovation subject, innovation 
subject could cooperate with scientific research institutions and colleges, and these activities could produce the 
intellectual properties such as patent, copyright, and commercial secrete, and the different is that these units 
would share the rights of intellectual property according to the arrangement and laws. In the cooperation and 
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development process, the intellectual property ownership must be confirmed in the innovation, and both parties 
in the cooperation should sign the contract, confirm the authorship right, the ownership, the application right, 
and the using right of the results to avoid the intellectual property right disputes. Except for above forms, the 
intellectual properties will also be produced in the technical introduction and technical trade, and it is also a 
mode to obtain the intellectual property for modern enterprise. 

2.3 The intellectual property protection in the experiment and trial-production stage of technical innovation 

The generation and commercialization implementation of a new technology need a series of experiments, and 
before the scale production, the trial-production should be implemented because of the subjective process of the 
mature process and the production implementation of technology. This process contains the intellectual 
properties such as the invention and design patent, the copyright, and the technical secret, for example, the 
certain product obtained by the research and experiment, or the method of manufacturing certain product, and 
the appearance design products all could be the patents to apply, and the key technologies, the manufacturing 
methods, and prescriptions could be managed by the form of technical secrets in the nonpublic state, and the 
technical parameters, the performance explanation, and the design drawings of the primary products formed in 
this stage could be protected according to the copyright law, and these results could form the intellectual 
properties which could be protected. 

2.4 The intellectual property protection in the production and distribution stage of technical innovation 

By the research and development and trail production, this technical project and level have entered into the 
mature stage, and the innovation subject could implement large numbers of commercialization production and 
distribution, and this stage is the most important formation stage of the intellectual property. The 
mass-production level and the commercialization level are closely related with the intellectual property 
management level in this stage. Except for the intellectual properties such as technical knack, copyright, and 
commercial secretes, the most important thing in this stage is to produce and protect the trademark right. 
Trademark represents the quality and reputation of the special product in the special enterprise, and it is very 
important and valuable to develop the market, maintain the reputation, and ensure the distribution for the 
enterprise. Generally, enterprises will register the trademark for their products in the production and distribution, 
so in this stage, this important intellectual property, i.e. the trademark, will certainly form. 

2.5 The intellectual property protection in the information diffusion of technical innovation 

Good intellectual property protection environment is propitious to diffuse the results of technical innovation, or 
else, these technologies should be kept in secrete, but the technologies in secrete are disadvantageous. First, 
others would not obtain the information, and may repetitively research and develop. Second, once the secret 
measures are not effective, others will obtain the knowledge by visit, learning, negotiation, and reverse 
engineering, and the originator will not obtain the extra profit. Third, the secret technology could not compete 
with the trading of similar technologies to the third party. But the technologies protected by the intellectual 
property could be published, because the patent right is an exclusive right, and any others could not use it for the 
production and operation, but the patent technologies could be published under the legal protection, and anyone 
could check it for the scientific research and enhance the start and speed of scientific research. 

2.6 The intellectual property protection in the asset management of technical innovation 

The result of technical innovation could form the intellectual property by legal registration and authorization, 
and become the intangible assets to embody the strength of enterprise. Technical innovation could also produce 
concealed and nonpublic knowledge such as technical secrets, and these innovations belong to the interior 
knowledge assets, and must be protected by the management of interior knowledge assets. 

3. Intellectual property protection in the technical innovation process 

3.1 Problems existing in the intellectual property protection of technical innovation process 

3.1.1 Technical innovation body’s ideological cognition is not clear 

Up to now, some technical innovational subjects have not known the intellectual property protection problems 
clearly in the technical innovational process. For example, they don’t know what the intellectual property is, and 
don’t know the intellectual property law, and don’t know the intellectual property could be formed in the 
technical innovational process, and cannot acquire the intellectual property in the technical innovation process, 
and they don’t know and will not protect their intellectual property, and will not and would not protect others’ 
intellectual property. And they will not only ignore the intellectual property in the cultural domain, but also don’t 
emphasize the intellectual property in the decision. 
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3.1.2 The investment of intellectual property protection in the technical innovation process is deficient 

In China, the investments of financial and human resources to protect the intellectual property in the technical 
innovational process have not adapted the international competition of the drastic technical innovation and 
intellectual property. There are many relative institutions in foreign countries, but not in China, such as the 
independent intellectual property court and the self-disciplined industrial intellectual property protection 
association. The manning quotas in the intellectual property protection institution are still too small, and the 
technical innovational subjects’ investment is too less, including the corresponding investments in the 
intellectual property management and protection departments. And the senior talents or professional talents 
directly engaging in the intellectual property protection in the technical innovational subject or relative 
intellectual property management, agency, and protection institutions are very deficient. 

3.1.3 The agency between technical innovation and intellectual property is weak 

At present, there are few social organizations, institutions, personnel, and service projects providing the 
intellectual property service between the government department or the judicial department with the intellectual 
innovational subject or the intellectual property oblige, and the service level is very low. The foreign and 
domestic intellectual property communication and cooperation whether on the layer of technical innovation 
subject or the agency institution or on the layer of administration management and the justice are almost hard to 
adapt the requirements of intellectual property protection in the technical innovation process. 

3.1.4 Technical innovation body lacks in protection strategies or the target is not practical 

Many technical innovational subjects or intellectual property obliges including enterprises, colleges, graduate 
schools, and individuals in special conditions will not plan the acquisition, utilization, management, and 
protection of intellectual property in the technical innovational process. And many targets of the intellectual 
innovational subjects will not accord with the requirements of the times, and fall away the maximization of the 
economic and social benefits. 

3.1.5 The exterior protection measures are deficient in the technical innovation process 

The macro management of technical innovation or the intellectual property protection department of the state 
have not harmonized the intellectual property protection strategies or polices systematically and properly in time, 
or adjusted and confirmed these strategies or polices from the view of the benefit maximization of different right 
subjects or the promotion of technical innovation. 

3.2 Countermeasures of the intellectual property protection in the technical innovation process 

3.2.1 Enhancing the strategic consciousness of intellectual property protection 

Enterprises should develop the strategic research of intellectual property surrounding the total strategic subject, 
and form their own core technologies or products. The patent management should run through the whole process 
of technical innovation, and largely enhance the ability of utilizing the patent system and the level of protecting 
the patent. 

3.2.2 Enhancing the management level of intellectual protection 

Combining with the practice of production and operation, the government should institute the work plan of 
intellectual property, and confirm the organization institution, the management responsibility, the management 
range, the employees’ obligation, and relative legal responsibilities of the intellectual property protection work. 
By effective networking management, enterprises could enhance the level of whole service, including the 
quantity, quantity, and result transformation of intellectual property. 

3.2.3 Establishing the encouragement and limitation mechanism of intellectual property 

The government should build good enterprise development environment to encourage the innovation of science 
and technology, carry out the policy that the patent technology participates in the distribution as the production 
factor, guarantee the patent originators to obtain their own returns, and further stimulate scientific research 
personnel’s enthusiasm. The government should also grasp the talent flow, and strengthen the management of 
those persons assuming the scientific research tasks, and constitute strict limitation systems. For those key 
technologies about the enterprises, relative enterprises can apply the secret protection of enterprise technology 
without the patent application, and these core technologies could be controlled dispersedly, i.e. a set of complete 
technology should be grasped by many individuals or organizations, and the key department should be managed 
in different grades to ensure the safety of the core technology. 

3.2.4 Quickening the transformation speed of intellectual property results 

The successful transformation of scientific results is the best protection to the intellectual property, and the final 
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target of the intellectual property management. Enterprises should adopt effective measures to largely push the 
result transformation. The government should create interior and exterior conditions for the result transformation, 
and provide the opportunity for them to use their talents, and transform the scientific research result into the 
practical productivity. 
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Abstract 

Small and Medium enterprises are widely distributed in the Nigerian economy and they are major contributors to 
the socio-economic development of the nation. However, some salient features of these enterprises and the 
dynamic nature of a highly global economy makes the effective and efficient contributions of these enterprises 
unattainable. The central argument of this paper is that entrepreneurial orientation is the panacea to this ebbing 
productivity. 

Accordingly, the paper provides deeper understanding of the cross-functional activities in the 
behaviour-embedded nature of innovation, proactivity, autonomy, risk-taking propensity and competitive 
aggressiveness.  

Keywords: Entrepreneurial Orientation, Productivity, Small and Medium Enterprises, Synergistic Management 

1. Introduction 

In many developing countries, the Small and Medium Enterprises (SMEs) constitute the bulk of the industrial 
base and contribute significantly to their exports as well as to their GDP or GNP (Kharbanda, 2001). In Nigeria, 
the Small and Medium Enterprises constitute 99 percent of the enterprises in the country. (OECD, 1998). Further, 
they account for 70 percent of national industrial employment. (Adebusuyi, 1997). These enterprises have 
immense contributions to economic growth, job creation and industrial development (OECD, 2004; Hallberg, 
2000; Carree and Thurik, 2005; NIPC, 2004). According to Beyene (2002), “the potentials of the small and 
medium enterprises are manifested in their labour-intensive nature, income-generating possibilities, capital 
saving capacity, potential use of local resources and reliance on few imports, flexibility, innovativeness and 
strong linkages with the other sectors of the economy.” This basically explains the reason why SMEs are the 
darling of policy makers and governments all over the world (Beyene, 2002; Ladanu, 2009).  

In Nigeria, the governments at various levels have formed different policy incentives aimed at boosting the 
performance of small businesses in order to reduce the level of poverty and enhance economic development 
(Akande and Ojokuku, 2008). Accordingly, the Nigerian governments acting alone and sometimes in concert 
with international agencies had formulated and implemented policies and programs that center on finance, 
training and the provision of infrastructure for the SMEs. Inyang and Enuoh (2009) opine most researchers 
concentrated on finance as the major impediment to successful entrepreneurship or small scale business. 

The above are the manifestations of the importance and shortcomings of the SMEs. The firms operate in 
turbulent environments which call for great tenacity on their resources in order to take advantage of emerging 
opportunities (Tecce, Pisano, and Schuen, 1997). In this context, the firm’s strategy, which, according to 
Wiklund and Shepherd (2003), is “conceptualised in terms of its entrepreneurial orientation”, becomes important. 
Miller (1983) considers a firm’s entrepreneurial orientation to consist of its risk-taking propensity, proactiveness 
and innovation. Lumpkin and Dess (1996) added the dimensions of competitive aggressiveness and autonomy. A 
number of researches suggest a positive association of entrepreneurial orientation with financial performance. 
(Miller, 1983; Zahra, 1993; Covin and Slevin, 1989). Also, there abounds, in extant literature, theoretical 
evidences that relate the effects of entrepreneurship on the economy. (Baumol, 1993; Lumpkin and Dess, 1996). 
Entrepreneurship is missing from most empirical models explaining economic growth (Wong, Ho, and Autio, 
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2005). Consequently, entrepreneurial orientation has not been put in its proper place in respect of firm 
productivity. 

The objective of this paper is to critically examine the state of the small and medium enterprises in Nigeria and 
highlight the import of entrepreneurial orientation as the solution to the productivity problem of these SMEs. 

This paper makes the following contributions to the extant literature in the following ways. First, it furthers our 
understanding of how a firm’s strategic orientation (in this case the entrepreneurial orientation) influences the 
productivity and hence the performance of the firm. A better understanding of some underlying entrepreneurial 
orientation dimensions that determine or enhance productivity is significant. Second, by considering the potential 
influences of entrepreneurial orientation as a set of behaviours exhibited by the entrepreneurs on firm 
productivity, a better understanding of how entrepreneurial orientation drives and is being implemented across 
the many functional activities within the firm is attained. 

2. Characteristics and State of SMEs in the Nigerian Economy 

The SMEs are the arrowheads of industrialisation in many developing as well as developed economies. A major 
step to understanding SMEs is to have a definition. However, there is no widely accepted definition of SMEs in 
Africa (Beyene, 2002). In Nigeria, the definition has changed from time to time and differs from one agency to 
another, using variables that range from the number of employees, capital employed and turnover. Table 1. 
This paper considers, as satisfactory, the definition of SMEs by the Small and Medium Industries Equity 
Investment Scheme (SMIEIS) which defines SMEs as enterprises with a total capital employed not less than 
=N=1.5million, but not exceeding =N=200million, including working capital, but excluding cost of land and/or 
with a staff strength of not less than 10 and not more than 300. The SMIEIS is a scheme set up by the Banker’s 
Committee, a body that consists of representatives of banks in Nigeria. The scheme requires all banks to set 
aside 10 percent of their Profit before Tax (PBT) for participation as equity investments in Small and Medium 
Enterprises in the country. 

The Small and Medium Enterprises are widely distributed in many economies. The Small and Medium 
Enterprises represent the fountainhead of vitality for the industrialisation process of the economy (Ogun and 
Anyanwu, 1999). In Nigeria, Aluko, Oguntoye, and Afonja (1975) characterised SMEs as follows: 

1) “The same manager or proprietor finds it difficult to raise short or long term capital from the organized capital 
market, instead relies on personal savings or loans from friends, relatives or money lenders. 

2) The same manager/proprietor handles/supervises the production, financing, marketing and personnel 
functions of the enterprise. 

3) The manager/proprietor’s vision is confined to the local community in which he carries on his line of business. 
There is little or no knowledge of the wider or distant markets. 

4) The rate of business mortality is high probably because of strong mutual distrust and dominance of the sole 
proprietor which militates against the formation of partnerships or limited liability companies. 

5) The enterprise is generally poorly equipped as the small scale industrialist feels reluctant to accept outside 
help owing to prejudice or fear that information about the enterprise might reach the tax authorities or a nearby 
competitor. 

6) Little or no account of business costs or revenue is kept and the banking system is hardly utilized. The result 
is that banking facilities for business financing and expansion are extended to only very few of the industrialists. 

7) The level of education of the proprietor is usually very low with a consequent low level of business 
management technique, skill or market information.” 

The above features of the small scale enterprises in Nigeria, succinctly point to the necessity for more 
entrepreneurial approach to the management of these enterprises. 

Notwithstanding these characteristics of the Small and Medium Enterprises in Nigeria, these enterprises are 
highly important to the extent that they are expected among others, 

to: 

a. Provide the avenue for the birth and growth of indigenous entrepreneurs (Ogun and Anyanwu, 1999). 
b. Serve as a conduit for the mobilisation of savings into the real sector of the economy. 
c. Being labour-intensive, provide jobs for the unemployed, 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

                                                          ISSN 1913-9004   E-ISSN 1913-9012 194

d. Accentuate the even and balance development of the nation. 
3. Entrepreneurial Orientation and the Productivity of SMEs in Nigeria. 

Many SMEs, particularly in the developing countries face monumental challenges. Despite the lofty objectives 
of policies and practitioners, the results from SME programs and policies are often disappointing and the 
potential contributions that vigorous small-scale industry could make to development programs are not realised 
(Lebell, Schultz, and Weston, 1974). In Nigeria Ogunsiji (2002a) identified these challenges to include 

a. Poor utility services 
b. Poor managerial and technical skills development 
c. “Low productivity and low-quality output, particularly of the manufacturing sector” (Adegbite et al., 2007). 
d. Poor access to and in some cases inadequate finance, which is considered the most worrisome and tops the 
list for most SMEs (Beyene, 2002; Oludimu and Ogunsiji, 1994; Ogunsiji, 2002a; 2004; 2005; Akande and 
Ojokuku, 2008; Olutunla and Obamuyi, 2008). 
In Nigeria, as well as in other developing economies, a number of measures that include technical/managerial 
training, provision of credit facilities (establishment of various financial institutions), establishment of industrial 
estates and of recent, the establishment of business incubators (Adegbite, 2001), physical facilities in many of 
other developmental plans are being put in place to ameliorate these challenges, (Ogunsiji, 2002a; 2004) in 
separate studies. Beyene (2002), opines that “a government that is genuinely committed to the development of 
SMEs needs to ensure a support strategy that judiciously combines entrepreneurial, technological and managerial 
competence with real market opportunities and access to resources.” The entrepreneur is a significant 
phenomenon at ensuring improved productivity and hence increased performance of the Small and Medium 
Enterprises in Nigeria. Particularly considering the fact that they operate in highly turbulent environment with 
various handicaps especially finance. Productivity, according to Roberts and Tybout (1997) refers to “the 
measure of the relationship between the quantity of output and the quantity of resources needed in producing a 
particular good or service.” It is most times considered as output per unit of input. Therefore, achieving 
increased productivity or the same volume of output using less resources is paramount to managers. This is 
achieveable through what Ogunsiji (2002b) referred to as innovative entrepreneurship which breeds distinctive 
competences difficulty-to-imitate.                                                            

According to Ogunsiji and Anene (1994) “making work and resources productive and the worker an achiever is 
the greatest challenge to the management task.” (Table 2). The industrial capacity utilisation of the Nigerian 
enterprises, particularly in the manufacturing sector, is also very low. (Table 3). 

This below average syndrome may be improved applying adaptive strategic management process through 
competence building and competence leveraging and future-focused innovation on a continuous basis. (Ogunsiji, 
2004; 2005) 

The entrepreneur is undoubtedly vital aspect of production. The one who, according to Gartner (1985), creates a 
new organisation or founds a new business venture. The entrepreneur, in many cases, as the gatekeeper, has the 
sole responsibility to properly source and utilise the organisation’s resources and capabilities through matched 
strategies to a productive end. According to Yu (2001), “the inability to separate ownership and control in many 
SMEs suggests the business owners are sole responsible for the development and growth of their enterprises.” 
Some researchers in describing entrepreneurs have considered the traits and characteristics that make an 
individual act entrepreneurial. Some traits that have been associated with successful entrepreneurs in extant 
literature include a high need for achievement, propensity for risk-taking and an internal locus of control. (Miner, 
1997; McClelland, 1987). “In today’s global economy, SMEs that are active players make special efforts to 
search for diversified growth by pursuing innovation-based production and an open-minded management 
capable of engaging the appropriate specialised resources, for example, ICTs”. (Lal, 2007). Also, Lewis (1977) 
opines that “what Nigerian entrepreneurs lack the most is managerial competence.” The entrepreneur is at the 
heart of many SMEs in Nigeria and as such determines its strategy through his/her orientation. Lumpkin and 
Dess (1996) consider entrepreneurial orientation as “the methods, practices and decision making styles 
managers’ use”. It is also considered to be a behavioral phenomenon with SMEs being classified as conservative 
or highly entrepreneurial (Swierczek and Ha, 2003). Entrepreneurial orientation is multidimensional in nature. 
Miller (1983) considered these dimensions as proactivity, innovation and the propensity to take risk. However, 
Lumpkin and Dess (1996) included the dimensions of autonomy and competitive aggressiveness to the 
entrepreneurial orientation construct. While Ogunsiji (2002a) identified ability to identify business opportunities 
and act on them as the two quintessential characteristics of entrepreneurship. He posited that some archetypal 
traits- opportunistic, innovative, proactive rather than reactive, high profile image making among others are traits 
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that propel entrepreneurial orientation capable to increasing productivity This paper accepts the five dimensions 
of entrepreneurial orientation to consist of innovation, proactiveness, competitive aggressiveness, risk taking and 
autonomy.  

Innovation, according to Covin and Miles (1999) refers to the tendency of the firm to support new ideas, 
experiment and create processes earlier than competitors. Innovation will enable the firm to improve on current 
lines of products, bring into the market new products and use better production techniques or equipment that will 
enhance productivity. Innovativeness, an attribute of the entrepreneur, refers to the willingness to try new 
methods which differs from the existing, enthusiasm to bring on board new methods in the way the business is 
being operated and the willingness to implement the innovative strategy. We believe the firm’s innovativeness 
which is akin to its “distinctiveness” enables the firm to build and capitalise on its competences, leverage on the 
utilisation of its resources and thus lead to improved competitiveness (Kuratko and Audretsch, 2009; Hitt et. al., 
2009). In the present day dynamic environment, the strategic management with its full set of commitments, 
decisions and actions tends to present sustainable competitive advantage capable of yielding above average 
returns taming the turbulence in the environment and promoting entrepreneurial re-orientation or what Ferreira 
and Azevedo (2008) described as strategic entrepreneurship. Literature according to Wong, Ho, and Autio 
(2005), “suggests that entrepreneurship contributes to economic performance by introducing innovations, 
creating change, creating competition and enhancing rivalry.” 

Ventakaraman (1989) considers proactiveness to imply seeking new opportunities that may or may not be related 
to the existing line of operations. In other words, firms are proactive when they shape their environments i.e. 
through the introduction of new products and services ahead of competitors, eliminating declining brands, 
entering new emerging markets ahead of competitors and identifying new opportunities. As uncertain and 
dynamic as the environment is Kuratko, Montagno, and Hornsby (1990) contended that the pursuit of 
entrepreneurship as a corporate strategy creates a potentially complex set of challenges. This strategic 
entrepreneurship involves radically changing internal organisational behaviour patterns. And these patterns 
instead of creating certainty and stability may otherwise result in ambiguity that keeps threatening managers into 
pursuing disruptive innovations that deviates from the firms current recipes ( Ireland, Hitt and Sirmon, 2003; 
Covin, Green and Slevin, 2006). However, if the patterns are handled holistically and proactively with a clear 
entrepreneurial mindset, an entrepreneurial culture and entrepreneurial leadership, the sustainable competitive 
advantage of strategic entrepreneurship will engender organisational effectiveness. Proactiveness is the capacity 
to take the initiative not only in defence but also in the offence. The proactiveness of the enterprise requires the 
synergistic management of the firm’s resources. A firm’s resources are vital at enhancing competitiveness and 
increased productivity. Further, the authors believe the synergistic management of these resources, their 
allocation and utilisation in the most effective and efficient manners are highly significant to improved 
productivity. Efficiency, which Ogunsiji and Anene (1994) consider to be “optimal use of resources” is linked 
with the synergistic management of resources which include capital, labour and technology. These inputs are at 
the core of productivity measurements in enterprises. Wiklund and Shepherd (2003) reported that 
knowledge-based resources are enhanced through entrepreneurial orientation. Such resources include marketing 
and technology capabilities. The synergistic management of the firm’s resources will lead to higher quality of 
inputs, lower costs and improved efficiency of operation. 

Risktaking refers to the capacity of the entrepreneur to perceive risk at its inception and to find avenues to 
mitigate, transfer or share the risk. These risks involve taking the venture into unfamiliar business terrain as well 
as that of the commitment of resources. Entrepreneurs generally take more risks than non entrepreneurs. 

Competitive aggressive refers to a firm’s capacity to outweigh and be ahead of rivals at grasping every 
opportunity. Lumpkin and Dess (1997) consider this as “a firm’s strong offensive posture.” The management of 
success is an important aspect of the competition. Geroski (1994) in an econometric study concluded that 
“competition plays a significant role in stimulating productivity, with both new firms, and new ideas provoking 
movements to, and outwards movements of, the production frontier which, the data suggest, would not have 
occurred in their absence”. In the light of the above, we concur that “success management” is a competitive 
phenomenon that has productivity significance on the enterprises. The entrepreneurial management of success is 
therefore an imperative for improved productivity. 

In Nigeria, there is need for a non stop growth, harmonious and balanced blend of resources with the other 
engines of growth. Each of these engine of growth like people, market, capital, technology and organisation can 
only flower and blossom fully where the efficacy of entrepreneurial orientation is appreciated and implemented. 
The focus in Nigeria presently is on the market subsection of the external environment, people within the 
internal environment, misapplied chunk of capital and mere desire for technological breakthrough to the utter 
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neglect of successive and simultaneous delicate blend which is the outright implication of entrepreneurial 
orientation. 

Autonomy which has to do with freedom to articulate and work on one’s initiative or convictions as a valid 
entrepreneurial trait is so much censored in Nigeria to have sustainable comparative advantage on the 
performance of SMEs. This is in no small measure antithetical to strategic entrepreneurship. Lumpkin and Dess 
(1996) consider autonomy as the freedom to exercise creativity as individuals or teams at an idea and take it 
through completion. 

4. Conclusion and Recommendations 

The benefits of Small and Medium Enterprises to an economy, particularly a developing economy like Nigeria is 
illusory. For such a developing economy, where the twin issues of poverty and unemployment are paramount, 
and with the attendant ill-conceived plans of resource allocation, it is imperative that the utilization of resources 
available to SMEs are optimally leveraged. We furthermore consider entrepreneurial orientation as an innovation 
that should not only be holistic but proactive to facilitate resource combination capable of producing synergy 
with a clear entrepreneurial mindset operating in an entrepreneurial culture and affording an entrepreneurial 
leadership.  Such an innovative entrepreneur must have the capacity to analyse the variables like skills, motives, 
attributes, competence, socio-political, technological and economic influences in the internal and external 
environments to discover the distinctive maneuverability in the market, distinctive competences and unique 
capability that can generate the desired competitive advantage. The entrepreneurial orientation of the SMEs, 
evidenced in the owner/manager’s orientation is therefore a pre-requisite for improved productivity. This will not 
only accentuate economic growth and development through existing SMEs but also through nascent 
entrepreneurs. For the government and other stakeholders, the provision of the enabling environment and other 
facilities is not only necessary but must also be entrepreneurially utilised for increased productivity. 
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Table 1. Micro Small and Medium Enterprises Definitions 

 Assets Excluding Real  

Estate (million Naira) 

Annual Turnover 

(In million Naira) 

Number of Employees 

 

 Med Small Micro Med Small Micro Med Small Micro 

Central Bank of Nigeria <150 <1  <150 <1  <100 <50  

NERFUND  <10        

NASSI  <40 <1  <40   3-35  

Min. of Industry* <200 <50     <300 <100 <10 

NASME <150 <50 <1 <500 <100 <10 <100 <50 <10 

Arthur Andersen    <500 <50     
aNational Council of Industry under the Ministry of Industry revises SME definition once a year. 

Source: World Bank 2002. 

Table 1 gives some definitions of micro, small and medium enterprises by some Nigerian government and private agencies. 
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Table 2. Index of Manufacturing Production in Nigeria 1986-2006 (1985=100) 
 

Year 

 

Index 

 

Percentage Change 

1986 96.1 ---- 

1987 128.4 33.6 

1988 135.2 5.3 

1989 154.3 14.1 

1990 162.9 5.6 

1991 178.1 9.3 

1992 169.5 -4.8 

1993 145.5 -14.2 

1994 144.2 -0.9 

1995 136.2 -5.5 

1996 138.7 1.8 

1997 138.5 -0.1 

1998 133.1 -3.9 

1999 137.7 3.5 

2000 138.2 0.4 

2001 142.2 2.9 

2002 146.3 2.9 

2003 148.0 1.2 

2004 145.7 -1.6 

2005 145.8 0.1 

2006 145.7 -0.1 

Source: Central Bank of Nigeria Statistical Bulletin (2007). 

Table 2 shows the index of manufacturing in Nigeria between 1986 and 2006, a twenty year period. 

The table highlights the dwindling of productivity fortunes for enterprises in the manufacturing sector in the Nigerian economy.  

 

Table 3. Industrial Capacity Utilisation (Percent) 

 

S/N 

 

Sectors 

 

2002 

 

2003 

 

2004 

 

2005 

 

2006 

 

2007 

1 Food Beverages & Tobacco 58.85 53.7 41.32 43.73 50.25 48.05 

2 Textile Apparel & Footwear 44.9 50.75 36.2 47.5 36.6 51.25 

3 wood & wood products 55.75 53.45 45.25 35.5 42.4 65 

4 Pulp, Paper & Publishing 65.75 49.65 69 35.37 46.1 52.4 

5 Chemical & Pharmaceutical 51.8 56 32.82 41.42 41.1 48.6 

6 Non-metallic & Mineral  Products 50.05 57.5 60.6 77.35 64.55 66.5 

7 Domestic/Industrial Plastic & Rubber 53.6 56.9 43.52 52.22 50.42 48.25 

8 Electrical & Electronics 41.1 32.1 41.25 50 38.95 56.05 

9 Basic Metal, Iron & Steel 49.65 48.8 46.53 48.28 50.5 41.6 

10 Motor Vehicle & Miscelleneous Assembly 41.3 30.15 33.72 25.93 33.8 27.5 

Source: Manufacturers’ Association of Nigeria, Biannual Report, Various Issues. 

Table 3 also adds credence to the fact that low levels of performance exist in the manufacturing sector of the Nigerian economy. The table 

indicates, on the whole, an average or below average performance in the industrial capacity utilisation in the various sectors. 
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Abstract 

The financial crisis erupted in 2008 makes the current global economy remain uncertain. SMEs, as an important 
force in China’s national economy, face a crisis of survival due to the more difficult business development. An 
important reason is that SMEs overlook the central position of financial management, so that the role of financial 
management has not been fully realized. In order to minimize the loss of SMEs to enhance their ability to 
withstand the crisis and master a rare strategic opportunity, to strengthen the financial management is very 
important. 

Keywords: Economic crisis, SMEs (Small and medium-sized enterprises), Financial management 

Since the reform and opening up, China’s SMEs develop with energy, playing an important role in economic 
growth and social stability. In 2008, the financial crisis triggered by the U.S. subprime mortgage crisis makes 
global economy enter the cold. Chinese enterprises, especially SMEs, suffer a lot. Only in the first half of 2008, 
more than 60,000 SMEs were bankrupted, merged, or purchased. Till the first half of 2010, many economic 
indexes have improved in China. But under the common context of global economic integration, the future is 
still uncertain. SMEs still face severe challenges. Compared with large enterprises, China’s SMEs can not resist 
crisis risks properly. An important reason is the difference in financial management. Financial management is the 
core of an enterprise’s whole management system. Enterprises with standard financial management and perfect 
system are more flexible in crisis resistance and fine management. In front of new situation, SMEs should be 
actively self-adjustment, especially in the financial management, reforming boldly to adapting to environment 
changes. 

1. SMEs’ financing issue 

Since the reform and opening up, China’s SMEs are always at a fast growing stage. However, difficult financing 
is a bottleneck limiting the fast development of SMEs. Under the overwhelming economic crisis, this problem 
tends to be more prominent. 

1.1 SMEs’ financing conditions 

Today China sets up many hard regulations on enterprises issuing stocks and securities. Many SMEs can not 
reach relevant standards. So, for SMEs, the main financing way is the accumulation of their own profits. In 
external financing, they rely on debt financing heavily, especially on bank loans. However, because of SMEs’ 
small size, loose internal control, and poor transparency, it is hard for them winning the trust of banks. Loans 
from banks can not satisfy SMEs’ needs. After the outbreak of economic crisis, the market downturns and the 
sales are down. But money are not paid in time and prices of raw materials and labor forces are rising, which 
makes many SMEs’ money flow stop. Meanwhile, due to the rise of uncertainty, banks are more careful in 
lending money to SMEs and set up stricter evaluation mechanism in order to avoid risks. 

1.2 Measures for solving the difficult financing of SMEs 

On one hand, SMEs must establish a sound financial system and institutional setting, and compose financial 
statements by strictly following accounting principles, in order to maintain the accounting materials’ authenticity, 
integrity, and credibility. In business process, adopt the centralized account management mode as far as possible, 
enhance an unified cash management awareness, establish a good credit image, creating a nice condition for 
successful financing. On the other hand, SMEs should actively broader the financing channels. For internal 
financing, SMEs can dig out their own potentials, emphasize on capital accumulation, and gradually increase the 
proportion of own funds. Listed SMEs can divide the net assets into shares and raise funds by managerial 
ownership, employee ownership, and certain shareholders rationing, realizing the diversification of shares in 
order to alleviate the financial pressure in economic crisis. For external financing, firstly SMEs should foster 
good financial and cooperative relationships with banks, and investors, actively exchanging ideas with them 
concerning corporate management policy, development plans, and financial conditions. Secondly, if individual 
loans are difficult, SMEs can combine together to form a mutual aid organization, absorbing social funds, or 
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organize to form a joint guarantor, member enterprises taking joint liabilities, reducing banks’ risks. Finally, 
under the influences of present economic risks, SMEs can solve the financing issues and step out of the haze of 
economic crisis by non-traditional financing ways, such as financial leasing, bank discount, and pawn. 

2. Problems in SMEs investment 

In order to sustain production or win development, SMEs may face many investment opportunities in business 
management. They must make right decisions. 

2.1 Present conditions of SMEs investment 

In China, SMEs do not form a perfect management mechanism and the investment decision-making is mostly in 
the hands of business owners, which makes the investment process lack of internal restrains. The market research 
is not deep. Then, SMEs can not exactly grasp the market needs. Under the impact of financial crisis, two 
different investment trends appear in SMEs. For the first trend, affected by the crisis, facing an unoptimistic 
situation, enterprises are forced to cut or suspend production, reducing investments substantially, or even 
bankruptcy, to avoid risks. For the second trend, affected by the crisis, under the condition of few competitors 
and more state policy support, enterprises speed up technological innovation, equipment update, and new 
production development, increasing more investments. However, some enterprises blindly follow the trend, not 
make necessary investment feasibility analysis, which causes low rate of investment return. The investment does 
not achieve the expected result. 

2.2 Measures for solving the difficult financing of SMEs 

Firstly, SMEs should carefully choose the investment strategy, focusing on inward investment. Facing the 
economic crisis, Chinese government takes these measures: stabilizing, recovering, and increasing exports, 
encouraging consumption, and expanding domestic needs. In early 2010, China advances the policy for 
transforming business mode, and adjusting economic structure. Therefore, SMEs should focus on benefiting 
production exports and expanding domestic needs. Facing market needs, SEMs must make market analysis. On 
one hand, strengthen the investment project’s feasibility research and demonstration and optimize the investment 
program. On the other hand, strengthen the investment project’s evaluation and review and strive to improve the 
investment return. Enterprises should adjust product structure and perform integration based on market demand, 
get rid of business without efficiency and competitiveness, maintain and improve the core business, and 
highlight the core competitiveness.  

Secondly, SMEs should set up rules for the choice of investment, the applied research, the evaluation of products 
and decision-making, and the execution of investment, and carry them out strictly. Establish a system for 
investment plans’ composition, approval, and financial analysis, standardizing investment process. Summarize 
successful experiences for project investment. Implement the investment supervision, and enhance the project 
control and management in practice. Meanwhile, be aware of every stage of the investment project. Pay attention 
to the progress of each project. Make adjustment in time. Guarantee a precise state of the project from design to 
implementation.  

3. Other financial management issues for SMEs 

Considering present critical situation, SMEs have to address several important issues to comprehensively 
strengthen the financial management level and improve the ability to defuse the crisis. 

3.1 The financial management mode 

Modern enterprise is based on the separation of ownership. However, most SMEs are private. The typical 
management mode is still the high unity of ownership and management. This mode is bound to bring more 
negative business impacts on enterprises’ financial management. For example, the phenomena of enterprise 
owners’ centralized and family management are serious. Managers are short of business decision-making right. 
The recognition and application of modern financial management ideas and methods are insufficient. The 
management ideas are out of date. All these factors make the financial management lost its rightful place and 
role in business management.  

Under the background of financial crisis, in order to change the unfavorable situation, SMEs need to abandon the 
family management mode, improve the overall quality of management, fully dig out financial talents, actively 
absorb and employ excellent talents. Establish a decision-making body composing of experts, technologists, 
managers, and employee representatives, and make the decision- making objective, scientific, and feasible. 
Reduce errors as far as possible, and improve the efficiency constantly.  

3.2 Cost control 

In cost control, SMEs are in the subsequent accounting period. Policies for fixed standards and information 
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feedback are imperfect. And the advance control and the process control are poor. The spread of economic crisis 
and the shrink of market demand cause the decline of sales. Enterprise costs tend to be rigid. Meanwhile, 
enterprises do not pay attention to the accumulation of retained earnings in distributing profits. As a result, 
enterprises have no sufficient funds for further development.  

To control the cost strictly is an important measure for enterprises dealing with the impacts of world financial 
crisis. SMEs should establish a consciousness of conservation and reduce unnecessary expenditure considering 
self conditions. By strengthening an overall budget management, enterprises can identify the main contents of 
cost control, master the controllable costs, analyze the cost factors, make the scientific budget, and develop out a 
practical cost control index. To ensure the realization of cost control targets, enterprises can target down to every 
level, implement a clear responsibility for cost management, and carry out the cost control policy properly.  

3.3 Cash management 

Chinese SMEs pay more attention to profits rather than cash flow in daily evaluation. Most SMEs neglect of 
cash flow management, lacking of a scientific recognition to cash management. Some enterprises neglect the 
costs of using cash and agree that the more cash, the better, which leads to unused funds and low rate of using 
funds. Some enterprises do not make plans for using funds. They purchase too much real estate and inventory. As 
a result, these enterprises may face financial problems due to the lack of cashes. 

In order to deal with economic crisis and ensure enterprises’ normal operation and long-term development, 
sufficient cash flow is essential. SMEs should establish a financial management idea focusing on cash 
management, strengthen the management of budget’s composition, implementation, analysis, and evaluation, 
specify cash budget project and build budget standards, regulate the process of budget composition, examination, 
approval, and execution. By this way, enterprises can control the cash flow, guaranteeing the needs for 
production and the maximum profits. Besides, enterprises should strengthen the daily management of accounts 
receivable and prepayment, comprehensively understand the customers’ abilities to repay debts and credit 
conditions, make up a scientific and reasonable debt collection policy, accelerate the recovery of investments, 
and reduce bad debts.  

3.4 Defend financial risks 

In front of the economic crisis, Chinese SMEs can not resist risks powerfully. The reason is that enterprises can 
not plan ahead, no perfect risk-control system and financial early warning mechanism. In decision-making, 
enterprises do not consider financial crisis fully, causing an unbalanced capital structure and high business risks. 
Enterprises can not make sufficient analysis of financial information, and do not build a financial risk defend 
system due to a failure of finding main reasons for some errors. Finally, enterprises can not connect certain risk 
responsibility with specific department or individual.  

In the current situation, SMEs should pay more attention than ever to the prediction and analysis of financial 
risks. On one hand, establish a correct attitude to financial risk management, adhere to the prudent financial risk 
management concept, evaluate and deal with risks more comprehensively, and get rid of lucky views. On the 
other hand, strengthen the risk management task. Build a risk early warning system, which can help to detect 
risks in advance. Improve the emergency response mechanism and ensure the survival of enterprises.  

In summary, SMEs should deal with present economic crisis properly, finding potential opportunities from crisis. 
Make best use of all official support policies and resources. Expand financing channels. Regulate the investment 
decision-making. Explore the new mode of financial management actively. Establish the modern financial 
management idea. Meanwhile, strengthen the financial accounting, cost control, and cash flow management. 
Improve the consciousness of risks. Keep in improving financial management level. Then, enterprises can 
strengthen their core competence and win its place in market.  
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Abstract 

Regional Rural Banks are established under the provisions of an ordinance promulgated on the 26th September, 
1975 and the RRB Act, 1976 with an objective to ensure sufficient institutional credit for agriculture and other 
rural sectors. Reforms and mergers introduced by the Government of India in consultation with Reserve Bank of 
India (RBI) and National Bank for Agriculture and Rural Development (NABARD) in the years 1994-95 to 
2005-06 have yielded positive results in respect of key performance indicators such as number of banks and 
branches, capital composition, deposits, loans, loans and the trend of investments. The objective of this paper is 
to investigate whether the merger/amalgamation of Regional Rural Banks in India, undertaken in 2005-06 has 
helped improve their performance. Several committees have emphasized the need to improve the performance of 
these banks which play an important role in the rural credit market in India.  The study is diagnostic and 
exploratory in nature and makes use of secondary data. The study finds and concludes that performance of rural 
banks in India has significantly improved after amalgamation process which has been initiated by the 
Government of India. 

Keywords: Rural Credit Market, Performance, State Governments, Sponsor, Reserve Bank of India 

I. Introduction 

Banks play an important role in mobilization and allocation of resources in any country. Rural people in India 
are facing problems in the inadequate supply of credit. The major source of credit to rural households, 
particularly-low income working households, has been the informal sector. Informal sector advances loans at 
very high rates of interest; the terms and conditions attached to such loans have given rise to an elaborate 
structure of intimidation of both economic and non-economic conditions in rural population in India. RRBs were 
established in India in 1975 essentially for the purpose of taking banking service to the doorsteps of rural people, 
particularly in places without banking facilities. 

The objectives as given in the preamble of RRBs Act of 1976 were “to develop the rural economy in providing 
for the purpose of development of agriculture, trade commerce, industry and other productive activities n the 
rural areas, credit and other facilities particularly to the small and marginal farmers, agricultural labourers, 
artisans and small entrepreneurs and for matter connected therewith and incidental thereto” 

Several changes have taken place in the focus and operation of the Regional Rural Banks in the wake of financial 
sector reforms in India and various measures have been taken by the Government to improve the commercial 
viability of RRBs since 1994-95. So it has been considered appropriate to study the performance after 
amalgamation which took place in the year 2006.A study of the efficiency and its performance of the RRB are 
particularly important in the Indian context. The objective of this study is to analyze the performance of RRBs 
during pre and post-merger periods. The indicators selected to study the performance of the RRBs are number of 
RRBs and branches, geographical coverage, manpower deployment, capital funds, deposits mobilization, loans 
outstanding and investment made by the RRBs.The paper is organized as follows: 

A brief review of the RRBs in India is provided in section-2. In section-3, review of literature is presented. 
Methodology is discussed in section-4. Section-5 presents the results and analysis and conclusion of this paper is 
presented in section-6. 

II. An Overview of Indian Regional Rural Banks (RRBs) 

In India rural people such as small and marginal farmers, landless agricultural laborers, artisans and socially and 
economically backward castes and classes they have been exploited in the name of credit facility by informal 
sector. The rural credit market consists of both formal and informal financial institutions and agencies that meet 
the credit needs of the rural masses in India. The supply of total formal credit is inadequate and rural credit 
markets are imperfect and fragmented. Moreover, the distribution of formal sector credit has been unequal, 
particularly with respect to region and class, cast and gender in the country side. 
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Regional Rural Banks were established under the provisions of an Ordinance promulgated on the 26th September 
1975 and the RRB Act, 1975 with an objective to ensure sufficient institutional credit for agriculture and other 
rural sectors. The RRBs mobilize financial resources from rural/semi-urban areas and grant loans and advances 
mostly to small and marginal farmers, agricultural laborers and rural artisans. For the purpose of classification of 
bank branches, the Reserve bank of India defines rural area as a place with a population of less than 
10,000.RRBs are jointly owned by Government of India, the concerned State Government and Sponsor Banks; 
the issued capital of a RRB is shared by the owners in the proportion of 50%, 15% and 35% respectively. The 
first five RRBs were set up in five States in Haryana, West Bengal, Rajasthan, with one each two in Uttar 
Pradesh, which were sponsored by different commercial banks. These banks covered 11 districts of these five 
states. The first five Regional Rural Banks are as follows; 

 Prathama Bank and Gorakhpur kshetriya Gramin Bank in Uttar Pradesh, 

 Haryana Krishi Gramin Bank in Haryana, 

 Gour Gramin Bank in West Bengal, 

 Jaipur-Nagpur Anchalik Gramin Bank, Rajasthan. 

Reform & Merger Process 

In the wake of introduction of financial sector reforms in 1991-92, the commercial viability of RRBs emerged as 
the most crucial factor in deciding about their desired role due to their limited business flexibility with hardly 
any scope of expansion/diversification, smaller size of loans with higher exposure to risk-prone advances and 
professional efficiency in financial deployment. To strengthen RRBs and improve their performance many 
initiatives have been taken by the Government of India and the Reserve Bank of India (RBI). As part of the 
comprehensive restructuring programme, recapitalization of RRBs was initiated in the year 1994-95. The process 
continued till 1990-00 and covered 187 RRBs with aggregate financial support of Rs.2188.44 crore from the 
shareholders, viz., Government of India, State Governments and sponsor Banks in the ratio of 50:15:35. Further, 
the branch licensing policy for RRBs has been liberalized. Under the new norms, empowered committees at the 
regional offices of RBI clear RRB application to open new branches. The branches of RRBs may undertake 
government business including conducting foreign exchange business with the prior approval of the concerned 
Government authority and RBI. These banks have also been allowed to open extension counters at the premises 
of the institutions of which they are principal bankers after obtaining license from the concerned regional office 
of the RBI. The RRBs need not obtain permission of RBI for the installation of ATMs at the branches and 
extension counters for which they hold licenses issued by RBI. They are also permitted to open off-site ATMs 
after assessing the cost and benefit. As against the earlier policy of opening a large number of branches in far 
flung rural areas, RRBs have been permitted to merge/close down their unviable branches and the branch 
licensing policy for RRBs is almost at par with that for commercial banks. Now RRBs compete with the 
commercial banks in rural credit market of India. RRBs give loans for agriculture and rural development while 
commercial banks also serve needs of commerce and industry in rural areas. 

In 2005-06, the Government of India initiated the process of structural consolidation of RRBs by amalgamating 
RRBs sponsored by the same bank within a State as per the recommendations of the Vyas Committee (2004). 
The amalgamated RRBs were expected to provide better customer service due to better infrastructure, 
computerization of branches, pooling of experienced work force, common publicity, marketing efforts etc., and 
also derive the benefits of a large area of operation, enhanced credit exposure limits and more diverse banking 
activities. As a result of the amalgamation, the number of RRBs was reduced from 196 to 86 as on 31st March, 
2009. Thus, under the amalgamation process, 145 RRBs have been amalgamated to form 45 new RRBs. 

III. Review of Literature 

The literature available in the working and performance of RRBs in India is a little limited. The literature 
obtained by investigators in the form of reports of various committees, commissions and working groups 
established by the Union Government, NABARD and Reserve Bank of India, the research studies, articles of 
researchers, bank officials, economists and the comments of economic analysts and news is briefly reviewed in 
this part. 

Patel and Shete (1980) of the National Institute of Banking Management made a valuable analysis of 
performance and prospects of RRBs. They also gave a comparative picture of performance in deposits, branch 
expansion and credit deployment of the co-operative banks, commercial banks and RRBs in a specified area. 
This was an eye opener for many researchers engaged in this field of rural credit.  
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NABARD (1986) published “A study on RRBs viability”, which was conducted by Agriculture Finance 
Corporation in 1986 on behalf of NABARD. The study revealed that viability of RRBs was essentially 
dependent upon the fund management strategy, margin between resources mobility and their deployment and on 
the control exercised on current and future costs with advances. The proportion of the establishment costs to total 
cost and expansion of branches were the critical factors, which affected their viability. The study further 
concluded that RRBs incurred losses due to defects in their systems as such, there was need to rectify these and 
make them viable. The main suggestions of the study included improvement in the infrastructure facilities and 
opening of branches by commercial banks in such areas where RRBs were already in function. 

Kalkundrickars (1990) in his study on “Performance and Growth of regional Rural Banks in Karnataka” found 
that these banks had benefited the beneficiaries in raising their income, productivity, employment and use of 
modern practices and rehabilitate rural artisans. 

Kumar Raj (1993) carried out a study on the topic “Growth and Performance of RRBs in Haryana”. On the basis 
of the study of RRBs of Haryana, it is found that there was an enormous increase in deposits and outstanding 
advances. The researcher felt the need to increase the share capital and to ensure efficient us of distribution 
channels of finance to beneficiaries. 

A. K. Jai Prakash (1996) conducted a study with the objective of analyzing the role of RRBs in Economic 
Development and revealed that RRBs have been playing a vital role in the field of rural development. Moreover, 
RRBs were more efficient in disbursal of loans to the rural borrowers as compared to the commercial banks. 
Support from the state Governments, local participation, and proper supervision of loans and opening urban 
branches were some steps recommended to make RRBs further efficient.  

L.K Naidu (1998) conducted a study on RRBs taking a sample of 48 beneficiaries of rural artisans in Cuddapah 
district of Andhra Pradesh state under Rayale Seen Gramin Bank. In this study, it was concluded that the 
beneficiaries were able to find an increase in their income because of the finance provided by the bank. 

According to Nathan, Swami (2002), policies of current phase of financial liberalization have had an immediate, 
direct and dramatic effect on rural credit. There has been a contraction in rural banking in general and in priority 
sector ending and preferential lending to the poor in particular. 

Chavan and Pallavi (2004) have examined the growth and regional distribution of rural banking over the period 
1975-2002. Chavan’s paper documents the gains made by historical underprivileged region of east, northeast and 
central part of India during the period of social and development banking. These gains were reversed in the 
1990s: cutbacks in rural branches in rural credit deposits ratios were the steepest in the eastern and northeastern 
states of India. Policies of financial liberalization have unmistakably worsened regional inequalities in rural 
banking in India. 

Professor Dilip Khankhoje and Dr. Milind Sathye (2008) have analysed to measure the variation in the 
performance in terms of productive efficiency of RRBs in India and to assess if the efficiency of these 
institutions has increased post-restructuring in 1993-94. 

As none of these studies analyze the performance after amalgamation took place in the year 2006, there is a need 
for carrying out the present study. 

IV. Methodology/Research Design 

The present study is diagnostic and exploratory in nature and makes use of secondary data. The relevant 
secondary data have been collected mainly through the data bases of Reserve Bank of India (RBI), National 
Bank for Agricultural and Rural Development (NABARD). The journals like the Banker and the Journal of 
Indian Institute of Bankers have also been referred. The study is confined only to the specific areas like number 
of branches, district coverage, deposits mobilized, credits and investments made by the Indian Regional Rural 
Banks (RRBs) for the eight years period starting from 2001-02 to the year 2008-09. In order to analyze the data 
and draw conclusions in this study, various statistical tools like‘t’ test and ANOVA have been accomplished 
through EXCEL and SPSS Software. 

V. Results and Discussion 

Growth of Regional Rural Banks in India 

Till the birth of RRBs in India, Commercial Banks and Co-operative Banks were rendered services to the rural 
public. But despite such large net work of bank branches, the credit needs of the rural population in India were 
quite inadequate.  Regional Rural Banks in India have achieved tremendous growth in terms of number of 
banks and its wide braches which is shown in the Table-1 
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It is very clear from the table 1 that the number of RRBs decreased from 196 in the year 2001-02 to 86 in 
2008-09. This was due to the amalgamation that took place in the year 2005-2006, covering 525 districts with a 
net work of 14,494 branches. However, the number of branches has been significantly increased from 14,390 in 
2001-02 to 15,181 in 2008-09. The increase over the period was 1.05 times. 

A paired t-test was performed to determine whether the pre-merger period performance significantly differs from 
the post-merger period performance of the Regional Rural Banks in India. The Hypotheses framed are as 
follows: 

HO: There is no difference in performance between the pre-merger period and post- merger period. 

H1:  There is difference in performance between the pre-merger period and post- merger period. The test 
results are furnished in Table-2 

Tables 2 provides the result that there is strong evidence that (t is < 3.182446), there is difference in the 
pre-merger and post-merger performance of the RRBs. (i.e., HO is accepted)  

Geographical Coverage and Man Power Deployment 

Regional Rural Banks (RRBs) were established in India essentially for taking banking to the doorsteps of rural 
masses, particularly in areas without banking facilities. RRB is a bank for rural poor people; its presence in all 
the states of country especially in underdeveloped states and union territories is strongly realized. RRBs covered 
525 out of 605 districts as on 31st March, 2006. After amalgamation, RRBs have become quite large covering 
most parts of the states in India. Year-wise coverage of districts and number of branches are given in Table-3 

Significant improvement in the performance of RRBs was witnessed over the period of study in terms of number 
of districts covered. RRBs covered 511 districts as on 31st March, 2002 increased to 616 as on 31st March, 2009. 
The increase over the period was 1.20 times. However, the human resources employed by RRBs have been 
considerably decreased year by year owing to the efficiency of the bank. 

A paired t-test was performed to determine whether the pre-merger period performance is significantly differs 
from the post-merger period performance of the Regional Rural Banks in India. The Hypotheses framed are as 
follows: 

HO: There is no difference in performance between the pre-merger period and post- merger period. 

H1:  There is difference in performance between the pre-merger period and post- merger period. The test 
results are furnished in Table-4 

The result from the table 4 shows that there is strong evidence that (t is < 4.302653), there is difference in the 
pre-merger and post-merger performance of the RRBs. (i.e., HO is accepted)  

Capital Composition 

 RRBs occupy an important position in the rural credit market of India. The rationale for establishment of the 
RRB was to mobilize deposits, access to central money market and modernized outlook, which the commercial 
banks have. Sound financial position is essential for any organization to survive to render the services to the 
society. RRBs have both types of capital i.e., owned and borrowed. The detailed components of capital funds are 
furnished in Table-5 

Table-5 reveals that the year-wise components of total capital comprises of owned funds and borrowed funds of 
RRBs in India. Both the owned funds and borrowed funds have constantly been increased over the period of 
study. It is important to observe from the above table that the borrowed funds constitute more percentage than 
the owned funds during the post-merger period especially the year 2005-2006 onwards.  

A paired t-test was performed to determine whether the pre-merger period performance significantly differs from 
the post-merger period performance of the total funds of the Regional Rural Banks in India. The Hypotheses 
framed are as follows: 

HO: There is no difference in performance between the pre-merger period and post- merger period. 

H1:  There is difference in performance between the pre-merger period and post- merger period. The test 
results are given in Table-6 

The result from the table 6 indicates that there is strong evidence that (t is < 4.302653), there is difference in the 
pre-merger and post-merger performance of the RRBs. (i.e., HO is accepted)  

The merger process took place in the year 2005-06. The performance of the owned funds and borrowed funds of 
the RRBs were compared using ANOVA to test whether the merger process has resulted in improving the 
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performance in terms of the owned funds and borrowed funds of these banks in India during the study period. 
The Hypotheses framed are as follows: 

HO: There is no difference in performance between these two funds. 

H1:  There is difference in performance between these two funds. 

The test results are given in Table-7. 

The mean level of owned funds (6740) is less than that of borrowed funds (7593.875). According to the test 
result, F=0.363978. With a critical value of. .05, the critical F=4.60011. Therefore, since the F statistic is smaller 
than the critical value, we fail to reject the null hypothesis that there is no difference in the owned funds and 
borrowed funds of the RRBs. 

Deposits and Loans Outstanding Of RRBs 

RRBs are expected to mobilize resources from rural areas and play a significant role in developing agriculture 
and rural economy by deploying mobilized resources in rural sectors for the needy not conversed by other formal 
credit institutions. The businesses performance of RRBs in terms of deposit mobilization and credit extension is 
presented in Table-8. 

RRB’ is showing considerable improvement in their credit and deposits performance. The deposits mobilized by 
the bank has been increased from Rs.44, 539 crore in the year 2001-02 to Rs.1, 20,189 crore in 2008-09. The 
increase over the period was 2.7 times. Loans outstanding of the RRBs also highlighted the significant 
improvement as it has been increased from Rs.18,629 crore in the year 2001-02 to Rs.67,802 crore is 2008-09. 
The increase over the period of the study was 3.6 times. 

The performance of the pre-merger period and post-merger period of the RRBs were compared using ANOVA 
to test whether the merger process has resulted in improving the performance of these banks in India during the 
study period. 

The Hypotheses framed are as follows: 

HO: There is no difference in performance between loans and investments of the RRBs   

H1: There is difference in performance between loans and investments of the RRBs. 

The test results are given in Table-9. The mean level of loans (39345.38) is less than that of investments 
(42226.25). According to the test result, F=0.148846. With a critical value of. .05, the critical F=4.60011. 
Therefore, since the F statistic is smaller than the critical value, we, fail to reject the null hypothesis that there is 
no difference in the loans and investments of the RRBs. 

Credit Deposit Ratio 

The RRBs were conceived to develop rural economy by providing credit and other facilities for the purpose of 
development of agriculture, trade and other productive activities to the targeted poor people. The credit deposit 
ratio of the bank indicates the creation of credit out of the deposits mobilized by the banks which has been 
furnished in Table-10. The table exhibits that CD ratio increased from 41.8 in the year 2001-02 to 56.4 in 
2008-09.There has been consistent growth in the sphere of credit deposit ratio. The year 2007-08 registered a 
higher rate i.e., 59.5%. 

Growth of Investments 

Investment as a window of deployment of funds was given more emphasis than lending. The year-wise 
investment made by the banks is presented in Table-11.                         

There has been consistent growth in the sphere of investment activity. It has been observed from the above table 
that the amount of investment of the bank has been increased from Rs 30,532 crore in the year 2001-02 to Rs 
65,910 crore in 2008-09. The year 2008-09 registered at a highest percentage.  

VI. Conclusion 

Depending on the context and applications, the term ‘performance’ may have different connotations. In the 
present study, the performance of Regional Rural Banks, an attempt has been made to analyze the performance 
in terms of certain defined parameters like number of branches, district covered, capital funds, and mobilization 
of deposits, loans and investments made by these banks. The performance of RRBs in India improved in the 
post-merger period. Even though number of RRBs decreased, the branch net work has been increased. During 
post-merger period, there has been increased number of districts covered by the RRBs. Total capital funds have 
been increased tremendously after amalgamation took place in the year 2005-06.Credit-deposit ratio has been 
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increased over the years showing that a remarkable deployment of credit by these banks in rural areas. However, 
it is the responsibility of the bank management and the sponsored banks to take the change for corrective steps to 
raise the credit-deposit ratio of the bank. The gap between CD ratio of commercial banks and the RRBs need to 
be minimized. With a view to facilitate the seamless integration of RRBs with the main payment system, there is 
a need to provide computerization support to them. RRBs should extend their services in to un-banked areas and 
increase their credit-deposit ratio. The process of merger should not proceed beyond the level of sponsor bank in 
each state. The findings may be of considerable use to rural banking institutions and policy makers in developing 
countries and to academic researchers in the area of banking performance evaluation.   
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Table-1. Growth of Regional Rural Banks in India 

Years  Number of  RRBs Number of Branches  

2001-02 196 14,390 

2002-03 196 14,433 

2003-04 196 14,446 

2004-05 133 14,484 

2005-06 94 14,494 

2006-07 90 14,520 

2007-08 90 14,761 

2008-09 86 15,181 

           Source: Central Statistical Information Department, NABARD, June-2009. 

Table-2. t-Test results-Number of Branches of RRBs 

 Post-Merger Pre-Merger 

Mean 14739 14438.25 

Variance 101278 1502.917 

Observations 4 4 

Pearson Correlation 0.901403  

Hypothesized Mean Difference 0  

df 3  

t Stat 2.119497  

P(T<=t) one-tail 0.062121  

t Critical one-tail 2.353363  

P(T<=t) two-tail 0.124242  

t Critical two-tail 3.182446   

 

Table-3. Coverage of Districts and Manpower Deployment 

Years  Number of Districts Covered Number of Staff Employed  

2001-02 511 69,876 

2002-03 516 69,547 

2003-04 518 69,249 

2004-05 523 68,912 

2005-06 525 68,629 

2006-07 534 68,289 

2007-08 594 68,005 

2008-09 616 68,526 

           Source: Central Statistical Information Department, NABARD, June-2009. 

 

Table-4. t-Test results- Number of Districts Covered by RRBs 

 Post-Merger Pre-Merger 

Mean 519 581.3333 

Variance 13 1801.333 

Observations 3 3 

Pearson Correlation 0.875661  

Hypothesized Mean 
Difference 0  

df 2  

t Stat -2.74555  

P(T<=t) one-tail 0.055502  

t Critical one-tail 2.919986  

P(T<=t) two-tail 0.111004  

t Critical two-tail 4.302653   
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Table-5. Components of Total Capital /Funds (Rs Crore) 

Years Owned     

Funds 

% to Total Funds   Borrowed   

  Funds  

% to Total Funds Total Funds 

2001-02 4,059 47.30 4,524 52.70 8,583 (100%) 

2002-03 4,666 49.30 4,799 50.70 9,465 (100%) 

2003-04 5,438 54.20 4,595 45.80 10,033 (100%) 

2004-05 6,181 52.80 5,524 47.20 11,705 (100%) 

2005-06 6,647 47.65 7,303 52.35 13,950 (100%) 

2006-07 7,286 42.70 9,776 57.30 17,062 (100%) 

2007-08 8,733 43.17 11,494 56.83 20,227 (100%) 

2008-09 10,910 46.14 12,736 53.86 23,646 (100%) 

Source: Central Statistical Information Department, NABARD, June-2009. 

 

Table-6. t-Test results - Total Funds of the RRBs 

 Post-Merger Pre-Merger 

Mean 10401 20311.67 

Variance 1355968 10842640 

Observations 3 3 

Pearson Correlation 0.967675  

Hypothesized Mean 

Difference 0  

df 2  

t Stat -7.85326  

P(T<=t) one-tail 0.007915  

t Critical one-tail 2.919986  

P(T<=t) two-tail 0.01583  

t Critical two-tail 4.302653   

 

Table-7. ANOVA (Single Factor) (Owned Funds and Borrowed Funds) 

Summary 

Groups Count Sum Average Variance 

Owned Funds 8 53920 6740 5023519 

Borrowed Funds 8 60751 7593.875 11001685 

ANOVA 
Source of Variation SS df MS F P-Value F-Crit 

Between Groups 2916410 1 2916410 0.363978 0.555954 4.60011 

Within Groups 1.12E+08 14 8012602    

       

Total 1.15E+08 15          

 

Table-8. Deposits and Loans Outstanding of RRBs in India (Rs.Crore) 

Years Deposits Loans 

2001-02 44,539 18,629 

2002-03 50,098 22,158 

2003-04 56,350 26,114 

2004-05 62,143 32,870 

2005-06 71,329 39,713 

2006-07 83,144 48,493 

2007-08 99,093 58,984 

2008-09 1,20,189 67,802 

Source: Central Statistical Information Department, NABARD, June-2009. 
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Table-9. ANOVA (Single Factor)-Loans and Investments of RRBs 

Summary 

Groups Count Sum Average Variance 

Loans 8 314763 39345.38 3.17E+08 

Investments 8 337810 42226.25 1.29E+08 

ANOVA 

Source of 

Variation 

SS df MS F P-Value F-Crit 

Between Groups 33197763 1 33197763 0.148846 0.70544 4.60011 

Within Groups 3.12E+09 14 2.23E+08    

       

Total 3.16E+09 15         

 

Table-10. Credit Deposits Ratio of RRBs in India (%) 

Years CD Ratio 

2001-02 41.8 

2002-03 44.2 

2003-04 46.3 

2004-05 52.8 

2005-06 55.6 

2006-07 58.3 

2007-08 59.5 

2008-09 56.4 

Source: Central Statistical Information Department, NABARD, June-2009. 
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Table-11. Growth of Investments of RRBs in India (Rs.Crore) 

Years  Amount of Investment  % of Increase over  Previous Year 

2001-02 30,532 --- 

2002-03 33,063 8.28 

2003-04 36,135 9.29 

2004-05 36,762 1.73 

2005-06 41,182 12.02 

2006-07 45,666 10.88 

2007-08 48,560 6.33 

2008-09 65,910 35.72 

Source: Central Statistical Information Department, NABARD, June-2009. 

 



www.ccsenet.org/ibr                   International Business Research                 Vol. 3, No. 4; October 2010 

                                                          ISSN 1913-9004   E-ISSN 1913-9012 212

The Development of Tourism in the Low Carbon Economy 

Wenhong Yang  

School of Business, Qingdao Technological University 

11Fu Shun Street, Qingdao 266520, China 

Tel: 86-532-8687-2256   E-mail: ywhlunwen@sina.com.cn 

Abstract 

Low-carbon economy has become an inevitable choice for the world's development. How to deal with the advent 
of low-carbon economy has become the tourism industry's concerns. This article explains the meaning of 
low-carbon economy, the relationship between the tourism and climate change, the reason that carbon emissions 
increase in the T&T sector, and tourism development approaches in low-carbon economy. 
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1. Building a low carbon economy 

A Low-Carbon Economy (LCE) or Low-Fossil-Fuel Economy (LFFE) is a concept that refers to an economy 
which has a minimal output of greenhouse gas (GHG) emissions into the biosphere, but specifically refers to the 
greenhouse gas carbon dioxide. Recently, most of scientific and public opinion has come to the conclusion that 
there is such an accumulation of GHGs (especially CO2) in the atmosphere due to anthropogenic causes, that the 
climate is changing. The over-concentrations of these gases is producing global warming that affects long-term 
climate, with negative impacts on humanity in the foreseeable future. Globally implemented LCE's therefore, are 
proposed as a means to avoid catastrophic climate change, and as a precursor to the more advanced, zero-carbon 
society and renewable-energy economy. Some nations are low carbon-societies which are not heavily 
industrialized or populated. In order to avoid climate change at any point in the future, all nations considered 
carbon intensive societies and societies which are heavily populated, should become zero-carbon societies and 
economies. 

As a fundamental venue to coordinate social and economic development, guarantee energy security and respond 
to climate change, development of low carbon economy is gradually gaining the needed consensus from more 
and more countries. Though without a fixed academic definition, the core of developing low carbon economy is 
to establish a development pathway that has high energy efficiency, low carbon consumption and low emissions. 
Under a fair and effective international climate regime, the efficiency of energy exploration, generation, 
transmission, transformation and use is expected to be increased greatly and energy consumption greatly reduced, 
so that the carbon intensity in energy supply for economic growth is dramatically reduced, so are the carbon 
emissions from energy consumption. Through increasing carbon sink and using CCS technology, the GHG 
emissions from fossil fuels that are hard to reduce can be offset. In the meanwhile, through the establishment of 
reasonable and fair technology transfer and financial support mechanisms, developing countries can undertake 
the costs to shift towards low carbon patterns while being at the lowest end of the value chain in the international 
trade structure. The perspectives of development value need to be changed in order to promote the transition of 
consumption towards a sustainable and low carbon future. 

2. Tourism and climate change 

Global warming of the climate system has become an unequivocal fact. According to a large amount of 
monitoring data, global average land surface temperature has risen 0.74 centigrade over the last 
century(1996~2005). And the rate of rising has been sped up. In the meantime, global average sea level has been 
constantly rising too. Our lifestyles, economies, health and social well-being are all affected by climate change, 
and although the consequences of climate change will vary on a regional basis, all nations and economic sectors 
will have to contend with the challenges of climate change through adaptation and mitigation. Tourism is no 
exception and in the decades ahead, climate change will become an increasingly pivotal issue affecting tourism 
development and management. 

With its close connections to the environment and climate itself, tourism is considered to be a highly 
climate-sensitive economic sector similar to agriculture, insurance, energy, and transportation. The regional 
manifestations of climate change will be highly relevant for tourism destinations and tourists alike, requiring 
adaptation by all major tourism stakeholders. Indeed, climate change is not a remote future event for tourism, as 
the varied impacts of a changing climate are becoming evident at destinations around the world and climate 
change is already influencing decision-making in the tourism sector. 
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At the same time, the tourism sector is a non-negligible contributor to climate change through GHG emissions 
derived especially from the transport and accommodation of tourists. Tourism must seek to significantly reduce 
its GHG emissions in accordance with the international community, which at the “Vienna Climate Change Talks 
2007” recognized that global emissions of GHG need to peak in the next10-15 years and then be reduced to very 
low levels, well below half of levels in 2000 by mid-century.” The tourism sector can not address the challenge 
of climate change in isolation, but must do so within the context of the broader international sustainable 
development agenda. The critical challenge before the global tourism sector is to develop a coherent energy use 
and GHG emissions, so as to allow tourism growth to simultaneously contribute to poverty alleviation and play a 
major role in achieving the United Nations Millennium Development Goals. 

Tourism can play a significant role in addressing climate change if the innovativeness and resources of this vital 
global economic sector are fully mobilized and oriented towards this goal. The concern of the tourism 
community regarding the challenge of climate change has visibly increased over the last five years. The World 
Tourism organization and several partner organizations, including UNEP, convened the First International 
Conference on Climate Chang and Tourism in Djerba, Tunisia in 2003. This event was a watershed in terms of 
raising awareness about the implications of climate change within the international tourism community. The 
Djerba Declaration recognized the complex inter-linkages between the tourism sector and climate change and 
established a framework for future research and policy making on adaptation and mitigation. A number of 
individual tourism industry associations and businesses have also shown leadership on climate change, 
voluntarily adopting GHG emission reduction targets, engaging in public education campaigns on climate 
change and supporting government climate change legislation. 

3. The reason that carbon emissions increase in the T&T sector 

3.1 Carbon emissions increase due to the tourism activities 

The UNWTO (United Nations World Tourism Organization) defines the Travel and Tourism (T&T) sector as the 
activities of persons traveling to and staying in places outside their usual environment for not more than one 
consecutive year for leisure, business and other purposes not related to the exercise of an activity remunerated 
from within the place visited. When we travel, we have to use transportation and check in hotel, so it forms a 
tourism industry chain for travel services which including transportation, hotels, travel agencies, entertainment 
and retail etc. In this industry chain, each cluster contributes both direct and indirect carbon emissions. Carbon 
emissions from sources that are directly engaged in the economic activity of the T&T sector are considered 
direct emissions. These are, for example, emissions from the usage of electricity by hotels and resorts and 
emissions from passenger aircrafts and railways. Indirect carbon emissions are produced as a consequence of the 
activity of the companies in the T&T value chain, but occur from sources not directly engaged in the economic 
activity within the T&T sector. For example, emissions from electricity usage in airline or travel agent offices, 
and emissions from transportation of hotel consumables, such as food or toiletries. According to the World 
Tourism Organization statistics, T&T land transport (car, bus, rail) direct carbon emissions are forecast to grow 
at an annual rate of 2% per annum through 2035. Air transport direct carbon emissions are estimated to grow at 
an annual rate of 2.7% per year, direct carbon emissions from ocean-going cruises are estimated to rise by 3.6% 
per year, Accommodation cluster carbon emissions are forecast to grow at 3.2% per year. 

3.2 Carbon emissions increase due to poorly tourism management 

Many areas did not conduct further investigation and scientific plans in the tourism development. They 
over-exploited tourism resources, thus resulting in loss and waste of non-renewable tourism resources. In well 
known cultural treasures of Dunhuang Mogao Grottoes, because of too many tourists and high level of carbon 
dioxide in the air, many beautiful color buddhist carvings have changed, the intrinsic physical and chemical 
structure were also affected. At evergreen Xishuangbanna in Yunnan Province, in recent decades, too many 
tourist facilities such as hotels and restaurants have been constructed to expand tourism area for economic 
purposes, which deforested vigorously, thus leading to a sharp decline in forest area, the original sound 
ecological environment has been seriously damaged. Such examples are happened widespread in many scenic 
spots. In addition, some contractors use a series of product that waste resources for the sake of maximum profit 
in their business of restaurants, accommodation, entertainment. For example some hotels and restaurants waste 
resources by using disposable chopsticks. According to expert estimates, a 20 year old tree can only produce 
3000 to 4000 pairs of disposable chopsticks, a 10 years old tree can only produce less than 10 million packs 
tissue paper, but the average daily absorption of carbon dioxide of a tree is about 5,023 grams, it was calculated 
that 1 hectare of forest can absorb carbon dioxide released by 200 person per day, and a tree also release a lot of 
oxygen. The destruction of forest resources may cause more carbon emissions. A medium hotel spending tens of 
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thousands of small packing liquid shower, shampoo, toothpaste, disposable toothbrush per month, the pollution 
to the environment in the production of direct and indirect materials is far greater than the pollution induced by 
using of those disposable products itself. 

3.3 Carbon emissions increase due to misconduct of tourism consumption 

What influence and even undermine the tourism environment? It is china’s large population, fast growing 
industry that lack of proper planning and management, and also lots of life waste brought by a large number of 
tourists for their poorly ecological awareness. The increase of emissions aggravated the air pollution, noise 
pollution and water pollution to the tourist reception. In scenic areas, sewage and garbage can be seen 
everywhere. Some tourists travel to some places, where can be seen ecological destruction and environmental 
pollution. They climb and touch historical sites at tourist spots. All of these make serious threat to the original 
style and lifetime of the monuments, and increase human destruction to the tourist attractions. Even a few 
tourists do hunting, gathering, camping and picnicking in tourism area, which not only increased the burden on 
the ecological tourist area, but also can cause species extinction. The balance of tourism area has been severely 
damaged. 

4. Measures of tourism development in low carbon economy 

4.1 Scientific management of scenic 

In the development of scenic, it is necessary and reasonable to divide the tourist area into core area, buffer and 
experimental area. In planning of scenic, we need to apply ecological principles and methods to evaluate load 
capacity of the ecosystems and social systems of the tourist area. The scenic with limited environmental capacity 
must take measures to control the number of visitors. Specific action plans include: (1) tourism diversification: If 
possible, re-layout the strong attraction tourism area to distract tourist; Place entertainment at the edge of vacant 
block to attract tourists and reduce the pressure of the main tourist areas; determine the greatest day point of 
accommodation of each resource, if possible, limit the number of tourists; Plan the tourism line rational, and 
avoid the bottleneck effect. (2) queue management: Provide entertainment for tourist to enhance the overall 
experience when they queuing. (3) provides booking time: Limit visitors access to the major ecological sensitive 
spots through ticket sales during a specific time, but not other attractions. Eliminate the project that strongly 
affect the ecological environment, although those can bring profit in the short them. 

4.2 Reduce direct carbon emissions caused by the transport 

According to the Oslo Climate and Environmental Research Centre of International Studies, over the past 10 
years, global carbon dioxide emissions increased by 13 percent, but the growth rate of carbon emissions from 
transport is 25%. The release of the gas fuel which used by cars, ships, planes and trains and other modes of 
transport, is one of the factors that contribute to global warming. The tourism industry has very strong 
correlation with transport industry. According to the World Tourism Organization statistics, the carbon emissions 
caused by the use of transport for the tourism is 2% of the total global emissions. Therefore, we should reduce 
the carbon emissions caused by the transport for tourism. Specific practices including promoting public transport 
and hybrid vehicles, electric vehicles, bicycles and other low carbon or carbon-free ways. To this end, tourism 
area can also design some bike tours, and add some tourism projects. Meanwhile, tourism area can adopt as far 
as cable car and other environmental transport models to reduce carbon emissions. For example, the Shanghai 
World Expo makes use of new environmental friendly vehicles to achieve a zero carbon emissions. We can also 
learn from the practice of foreign airlines to implement carbon offset program. For example, Continental Airlines 
cooperation with non-profit organizations on sustainable development of international tourism has launched 
carbon offset program. The program is voluntary, allowing passengers know of carbon emissions caused by their 
travel route, and passengers can compensate to the international tourism organization according to their carbon 
emissions. 

4.3 Reduce energy consumption by promoting the green hotel development 

The hotel is an important part of the tourism industry. Currently, some hotels have already implemented some 
measures to reduce carbon emissions. For example, implementation of green hotels, but that is not enough, we 
need continue to implement and improve such operations. Specific practices include, (1) Enhance the green 
consumer advocacy. Hotel should treat guests as partners in environmental protection, initiative and promote 
environmental programs to hotel guests, and improve customer awareness of green consumption. (2) Develop 
green products, and guide to green consumer. Hotel should develop some green products, such as green rooms, 
green food, green services, and market them to customers actively, then guide customers to green consumer 
behavior. (3) Strengthen management to save energy. The hotel should start with the details of the management, 
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pay attention to equipment maintenance and materials reuse. (4) Try for green certification. Green certification is 
the eco-label for hotel to implement green management, also is the means to establish green image and attract 
green guests. Hotels can trying for the certification from ISO14000, implement the “Green Globe 21” standards, 
thus promoting the hotel’s management. 

4.4 Improve service quality by innovating tourism products 

As a leading tourism enterprise, travel agency should reduce the environmental costs of tourism by innovating 
tourism products and improving service quality. Specific practices include, (1) trying to avoid the carbon 
emissions factor in the design of tourist routes. As for some domestic tourist routes, try to choose transports with 
low carbon emissions. In the short distance air travel, carbon dioxide emissions released by passengers who take 
aircraft is about 3 times more than that released by passengers who take railways. Try to guide customers to 
check in green hotels, or carbon neutral hotel. (2) promoting the cultural connotation of tourism products. 
Promote the integration development of tourism and culture, sports, business and creative industries. (3) 
enhancing the training of tour guides. Increase their awareness of the important of low carbon travel, and guide 
the tourists to a low carbon travel. In the tourism process, as far as possible to avoid the fragile environmental 
areas, and communicate with local guides friendly. 

4.5 Change consumer’s inappropriate behavior 

“Caring for the environment, low carbon travel,” is not an empty slogan, but an embodiment of moral cultivation 
and environmental awareness of civic. Visitors should take practical action to care for nature. Try to take the 
means of low carbon travel, such as the use of bicycles, electric cars and public transport means in travel. In the 
tourist attractions, do not litter, and pollute water and soil, to prepare utensils to load garbage when travel to a 
special area; do not trample cherished plants consciously; Do not collect protected and endangered animal and 
plant samples; Use green tourism products. Conserve energy, and to be a low carbon tourist. 
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Abstract 

The purpose of this study is to examine the relationship between corporate governance mechanisms and extent of 
disclosure for listed companies in Malaysia. The study attempts to address two research issues: (1) level of 
corporate governance disclosure by listed companies in Malaysia; and (2) to what extent corporate governance 
mechanisms affect company disclosure. Regression analysis is conducted to determine the association between 
corporate governance mechanisms and the extent of disclosure level in Malaysian corporate sector practices. The 
evidence supports the conjecture that companies with higher percentage of family members sit on the board are 
significantly have lower level of disclosure in their annual reports.   

Keywords: Corporate governance disclosure, Governance mechanisms, Transparency, Financial reporting 

1. Introduction 

Weakness in corporate governance and lack of transparency are considered causes of the Asian financial crisis, 
and the subsequent events of corporate collapses and accounting fraud. As a consequence, investors have 
demanded improvements in governance practices which lead to the implementation of corporate governance 
codes as the guidelines for companies to improve their governance and disclosure practices. The issue arises as 
to whether these improvements have been effective in reducing agency costs and therefore enhancing company 
disclosure. According to Abdul Hadi et al. (undated), financial transparency is an important mechanism that 
provides depositors, creditors and shareholders with the credible assurances that they will not do fraudulent 
activities. Therefore, the audited financial statements comprise a crucial part of the financial reporting system 
that is required for effective corporate governance. Further, Beasley et al. (2000) have suggested the need for 
auditors to acknowledge weak governance mechanisms that are related to financial fraud across a number of 
time periods and industries. 

It is generally known that disclosure is one of the fundamental goals of financial reporting system as it becomes 
a tenet of any corporate governance system. As highlighted by Melis (2004), a good system of corporate 
governance requires a good level of disclosure and adequate information to reduce information asymmetries 
between all parties and making corporate insiders accountable for their action. The financial reporting system 
represents the main mechanism to provide adequate information to shareholders. As such, financial reporting and 
disclosure can limit the top management’s discretion to pursue their own interest.     

Recognising the importance of corporate governance mechanisms and disclosure adequacy, it is significant to 
have a study focusing on the level of corporate governance disclosure practices among Malaysian companies. 
Hence, this study attempts to find out whether the established corporate governance mechanisms; namely the 
proportion of independent non-executive directors, the proportion of independent members of audit committee, 
the practice of separate CEO and chairman of the board, and the percentage of family members on the board 
have significant relationships with level of disclosure, particularly in one of emerging market such as Malaysia.   

The remainder of this paper is structured as follows. The next section discusses related prior studies and 
hypotheses development. The following section explains methodology. Data analysis section provides discussion 
of the findings. Final section concludes the paper. 
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2. Review of Literature 

2.1 Differences on the extent of corporate governance disclosure 

Many prior studies have provided evidence that company size is positively associated with disclosure levels (see 
for instance, Meek et al. 1995; Bujaki & McConomy 2002; Ahmed & Courties 1999; Tan et al. 1990). According 
to Bujaki and McConomy (2002), large companies should not generally have difficulty to satisfy the governance 
requirements compared to smaller companies; even smaller companies may choose to adopt a system of 
governance which materially departs from the requirements. Therefore, it is expected that the extent of 
disclosure by large companies will be higher than small companies. The following hypothesis is proposed: 

H1: The extent of corporate governance disclosure in large companies is higher than small companies.  

2.2 The proportion of independent non-executive directors on board 

Board of directors’ key role is to monitor management decisions. There are two types of directors on the board, 
namely executive and non-executive. Executive directors have direct responsibility in managing the business 
such as finance and marketing since they are full-time employees of the company (Weir & Laing 2001). 
Meanwhile, non-executive directors (NEDs) are needed to provide independent judgment such as pay awards, 
executive director appointments and dismissals when dealing with the executive directors. As such, to have an 
effective control of management, the board of directors must be independent, in other words, mainly consists of 
non-executive directors. 

Chen and Jaggi (2000) find that a positive association between the ratio of independence NEDs and the 
comprehensive of financial disclosure support this result. Their result provides evidence suggesting that the 
proportion of independent NEDs on board is an effective monitor. Besides, the agency theory also suggests a 
greater proportion of independent NEDs in order to monitor any self-interested actions by executive directors 
and to minimise the agency cost. Therefore, non-executive directors are seen as a mechanism for monitoring and 
controlling the actions of the managers and protecting the shareholders interests as well. The larger the 
proportion of independent non-executive directors on the board, the more effective it will be in monitoring 
managerial opportunism.   

Thus, it is expected that having independent NEDs on the board will also result in higher disclosure (for example, 
Fama & Jensen 1983; Chen & Jaggi 2000; Bujaki & McConomy 2002; Forker 1992).  As such, the following 
hypothesis is stated as: 

H2 : The proportion of independent NEDs has a positive relationship with the level of disclosures. 

2.3 The proportion of independent non-executive directors in audit committee 

The main duty of audit committee is to meet the external auditors regularly to review financial statements, audit 
processes and internal accounting system and control. Therefore, the establishment of the audit committee will 
ensure that there is continuous communication between the board and external auditors (Rashidah &Fairuzana 
2006).   

In Malaysia, Bursa Malaysia listing requirements mandate every listed company to establish an audit committee 
consisting of at least three directors of whom a majority is independent (Note 1), while its chairman should be an 
independent NED (Note 2). In other words, independence of audit committee is based on proportion of 
independent NEDs in the committee. This independent audit committee will increase the effectiveness and 
efficiency of the board in monitoring the financial reporting process of a company.   

Ho and Wong (2001) provide evidence to support the relationship between the existence of audit committee and 
the level of disclosure. They find a significant and positive relationship between the existence of audit committee 
and the extent of voluntary disclosure. Similarly, a study by Barako et al. (2006) also provides strong support 
whereby they find a significantly positive relationship between the presence of audit committee and voluntary 
disclosure in Kenyan companies.   

According to the agency theory, the independent members in audit committee can help the principals to monitor 
the agents’ activities and reduce benefits from withholding information. As a result, the independent NEDs in the 
audit committee help to increase the level of disclosure by the listed companies. It is therefore hypothesised that: 

H3: The proportion of independent NEDs in the audit committee has a positive relationship with the level of 
disclosures. 

2.4 The practice of separate CEO and chairman of the board 

Dominant personality or role duality refers to the CEO who is also the chairman of the board. In other words, a 
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person has two powerful positions on the board, which would result in probability that person withholds 
unfavorable information to outsiders. It is because a chairman has a responsibility to monitor the directors on the 
board as well as the CEO. Besides, it also enables the CEO to engage in opportunistic behavior since he/she has 
dominance over the board. When CEO duality exists, the CEO needs to monitor both its own decisions and 
actions, thus actions in the best interest of the shareholders may not be performed. 

In the case of disclosure, Ho and Wong (2001) report that there is no significant relationship between dominant 
personalities and level of disclosure by Hong Kong listed companies. In contrast, Gul and Leung (2004) observe 
a negative relationship between companies in Hong Kong with CEO duality (defined as CEOs who jointly serve 
as board chairs) and level of voluntary disclosure.   

In Malaysia, there are no mandatory rules for the separation of roles between both chairman and CEO.  The 
adoption is recommended in the Malaysian Code to separate the roles of chairman and CEO. A company which 
combines the roles of chairman and CEO should have a strong independent element on the board and should be 
publicly explained (Note 3). In corporate governance system, it might be expected that independent chairman 
would lead to a more transparent board and hence to greater disclosure. Based on the discussion above, the 
following hypothesis is developed:  

H4: The practice of separate CEO and chairman has a positive relationship with the level of disclosures. 

2.5 The percentage of family members on the board 

According to Nicholls and Ahmed (1995), in companies where families have substantial equity holdings, there is 
generally little physical separation between owners and managers of capital. Thus, the capital owners may not 
demand highly on disclosure in order to monitor their investments due to better access to internal information. 
As such, demand for public disclosure will be lower for family controlled companies compared to non-family 
controlled companies. 

A number of empirical evidence supports the relationship between the high percentage of family members on the 
board and the level of disclosure, for instance, Ho and Wong (2001) find that companies in Hong Kong with a 
higher proportion of family members on the board are more likely to have lower level of voluntary disclosure. 
Thus, the result is consistent with prior study by Chen and Jaggi (2000) that the association between independent 
NEDs and the comprehensive of financial disclosures (i.e. mandatory and voluntary disclosures) is weaker for 
family controlled firms compared to non-family controlled firms. In the context of Malaysia, many listed 
companies are family owned or controlled (Rashidah & Fairuzana 2006), most newly public listed companies 
have evolved from traditional family owned enterprises (Ow-Yong & Guan 2000). Therefore, in family 
controlled companies, the owner-managers may not be fully aware of the importance of having more disclosure 
transparency in business practices.   

Further, Haniffa and Cooke (2002) provide evidence for the Malaysian companies with the proportion of family 
members on the board have a negative significant relationship with the extent of disclosure.  Similarly, Chau 
and Gray (2002), also find that the family controlled companies are likely to have lower disclosure. They note 
that the scenario occurs because of the assumption that “insider” or family controlled companies is less 
motivated to disclose the information since the demand for the information is quite low as the shareholders might 
get the information by themselves.  Hence, it is suggested that: 

H5: The percentage of family members has a negative relationship with the level of disclosures. 

2.6 Differences on the effect of corporate governance mechanisms 

As the background and nature of the main board and second board companies are different, the results of 
examining H2 - H5 would also be expected to be different between large and small companies.  Therefore, it 
leads to the following hypothesis: 

H6: The effect of corporate governance mechanisms on corporate governance disclosure is different between 
large and small companies. 

3. Methodology 

3.1 Sample selection and data 

This study is conducted after the implementation of the Malaysian Code of Corporate Governance (MCCG) 
through the amendments of Bursa Malaysia Listing Requirements, announced in January 2001. Since then, it is 
documented that with various best practices and recommendations, the listed companies in Malaysia have 
improved their corporate governance environment (KLSE-PricewaterhouseCoopers 2002; Roszaini & 
Mohammad 2006; Puan et al. 2006). Therefore, the sample years 2002 and 2006 are chosen to represent two 
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years of the MCCG becoming mandatory through a revamp of Bursa Malaysia listing requirements. It is 
expected that these companies already aware and improve their corporate governance disclosure in line with the 
most recent rules and regulations and the best practices of corporate governance.   

This study focuses on the four largest industry sectors of listed companies in the Main and Second Board of 
Bursa Malaysia (Note 4). These four sectors are consumer, industrial, construction, and trading/service sectors. 
All companies in each sector are ranked in descending order based on the market capitalisation. Then, for each 
sector, 10 companies will be chosen randomly. Finally, a total of 40 companies out of the total population are 
selected. A minimum sample size of 30 is appropriate for most research (Sekaran 2003). Table 1 provides details 
on the selection of companies.  The same procedure is applied for both years 2002 and 2006 with a total of 80 
companies out of the total population are chosen.   

A final sample selection of 160 companies will be examined in this study. Although the companies selected for 
this present study only represents 9.3% (2006-Main Board), 16.9% (2006-Second Board), 13.2% (2002-Main 
Board) and 16.9% (2002-Main Board) of total number of companies, their market capitalisation represents 21%, 
25%, 25%, and 24%, respectively. These statistics indicate the importance and significance contribution of these 
companies in the Malaysian market.   

The stratified random sample selection is chosen in order to have general representative sample from a 
significant proportion of the listed companies, with regard to the extent of corporate governance disclosure. 
Therefore, the results obtained are able to be generalised to Malaysian listed companies in the respective 
industrial sectors. Table 2 represents list of companies used in the sample study for the financial year ended 2002 
and 2006. 

Data are sourced from individual company annual reports. These annual reports are available and downloadable 
from the website of Bursa Malaysia (http://announcements.bursamalaysia.com). However, four annual reports 
are not available in the website, where each of two annual reports from the second board companies in the year 
2002 and 2006. Therefore, those four companies are dropped from the sample companies in this study. 

3.2 Description of variables 

3.2.1 Dependent variable 

The dependent variable used in this study is the disclosure index as a proxy for corporate governance disclosure. 
This measure has been used extensively by prior studies (see, Ho & Wong 2001; Chau & Gray 2002; Bujaki & 
McConomy 2002; Chen & Jaggi; 2002; Eng & Mak 2003; Gul & Leung 2004; Haniffa & Cooke 2005; Barako et 
al. 2006). The index is developed with the expectation that compliance to the best practices of corporate 
governance will provide incentive for companies to disclose information on corporate governance.   

Disclosure score is developed based on the best practice of corporate governance in MCCG and Bursa Malaysia 
Listing Requirements. There are 40 disclosure items where all the items are coded “1” if the companies disclose 
and coded “0” if not, except for one item which has a maximum score of 2 (refer to Table 3). Finally, all the 
disclosure scores are added to get a total score for each company whereby the maximum disclosure score is 41.    

3.2.2 Independent variables 

Four independent variables are examined in this study to represent corporate governance mechanism variables. 
The four measures are as follows:  

(i) Independent non-executive directors (INED):  The proportion of independent non-executive directors to 
total number of directors is the number of independent non-executive directors divided by the total number of 
directors on the board. 

(ii) Audit committee (AUDITCOM):  The proportion of independent non-executive directors to total number 
of committees is the number of independent non-executive directors in the audit committee divided by the total 
number of directors in the audit committee. 

(iii) Separate CEO and chairman (SEP_CEO):  The variable is coded ‘1’ if there is separated CEO and 
chairman of the board of directors, ‘0’ if combined CEO and Chairman. 

(iv) Family members on the board (FMEMBER):  The percentage of family members on the board to a total 
number of directors is the number of family members sit on the board divided by the total number of directors on 
the board.  Bursa Malaysia Listing Requirements mandate that every listed companies to disclose the 
relationship or related board members in the annual report.  Based on information available in the annual report, 
the researcher could easily identify companies with family relationship or related.  Usually, such information 
can be found in director’s profile section. 
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3.2.3. Control variables 

The control variables are measured as follows: (i) firm size (SIZE) is measured by total asset;       (ii) 
leverage (LEV) is measured by total debt over equity value of the firm; (iii) profitability (PROFIT) is measured 
by the return on sales; and (iv) financial year (YEAR) is awarded 0 for year 2002 and 1 for year 2006.   

3.3 The empirical model 

The empirical model equation used in this study is depicted as: 

 
Where;  

DSCORE   = Disclosure score (in percentage). 

INED  = Proportion of independent non-executive directors on the board. 

AUDITCOM = Proportion of independent members of audit committee. 

SEP_CEO = Whether roles of Chairman and CEO are combined or separated.  0 if the  

CEO is also Chairman of the board of directors, 1 otherwise. 

FMEMBER  = Percentage of family members on the board. 

SIZE  = Total asset. 

LEV  = Total debt over equity value of the firm. 

PROFIT  = Return on sales. 

YEAR  = Financial year where 0 for year 2002 and 1 for year 2006 

e  = Error term 

4. Data Analysis 

4.1 Descriptive analysis 

Table 4 provides the descriptive statistics for all variables utilised in this study. The table reports the mean, 
maximum, minimum, standard deviation, skewness, and kurtosis. Based on Table 4, results of skewness and 
kurtosis show that many of the situations are not in the range of -1.0 and +1.0.  Skewness and kurtosis are 
greater than 1.0 or less than -1.0 indicates a non-symmetrical distribution (Vaus 2002). As such, the normality 
assumption is rejected. Therefore, the researcher decides to transform variables in order to normalize the data by 
deleting outliers for leverage and profitability variables only. It is because the findings show that only both 
variables are highly skewed whilst the remaining variables are within or not very much away from the acceptable 
range. 

4.2 Correlation analysis 

Table 5 reports Pearson correlation analysis for all companies in the sample. Correlation analysis is used as a 
preliminary test to measure the relationship between the variables and their strength of the association (Pallant 
2001). The low intercorrelation among the explanatory variables used in the regression indicates no reason to 
suspect serious multicollinearity (Note 5).   

4.3 Univariate analysis 

As mentioned earlier, the normality assumption is rejected. Therefore, non-parametric statistics that is 
Mann-Whitney U-test is conducted in the univariate analysis. This non-parametric test for two independent 
samples is useful to determine whether the value of particular variable differs between two groups, i.e. large and 
small companies, for years 2002 and 2006. The advantage of Mann-Whitney U-test over the 
independent-samples t-test is that Mann-Whitney does not assume normality. In this study, Mann-Whitney U-test 
is conducted to test H1: The extent of corporate governance disclosure in large companies is higher than small 
companies. Results of the non-parametric Mann-Whitney U-test for all samples, years 2006 and year 2002 are 
shown in the Table 6.   

The result reveals that year 2006 has higher mean rank of disclosure score (DSCORE) compared to year 2002. 
Mann-Whitney U-test shows that there is statistically significant difference at 0.01 level between the mean for 
the year 2002 and 2006. The DSCORE gives a Z score of -3.018 (p < 0.01).  Thus, this result suggests that 

DSCORE = β1INED + β2AUDITCOM + β3SEP_CEO +  β4FMEMBER + β5SIZE + β6LEV + 

β7PROFIT + β8YEAR + e 
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companies in the year 2006 disclose more information about corporate governance in their annual reports.   

Meanwhile, results from Table 6 also comparing the values of DSCORE among the year 2006 and 2002 for large 
and small companies. The binary method is used to differentiate between the listed board companies, where large 
companies are coded as 0 and small companies are coded as 1. The results show that the mean rank of DSCORE 
for large companies is higher than small companies. The finding is applicable to both sample years; however, 
sample companies in year 2006 only have significant difference in disclosure score compared to the year 2002. 
As such, it shows that large companies of year 2006 only have been statistically proven having higher level of 
disclosure compared to small in year 2006. The Z score is -2.963 (with p < 0.01). It implies that large companies 
disclose more governance information in year 2006 compared to small companies.     

Therefore, H1 is supported in this study for year 2006. At the time of data compilation for this study, main board 
is used to proxy for large company and second board for small company. The expectation of large companies 
disclose higher than small companies is consistent with the prior findings of Meek et al. (1995), Ahmed and 
Courties (1999), as well as Eng and Mak (2003). In addition, Bujaki and McConomy (2002) also provide 
evidence that large companies are more fully implement the corporate governance requirements compared to the 
smaller companies.   

4.4 Multivariate analysis 

Table 7 presents the relationships between the extent of disclosure (DSCORE) and corporate governance 
variables for all samples lies in the years 2006 and 2002. The result shows that only one independent variable is 
statistically significant, which is FMEMBER (p<0.01). The negative relationship between the level of disclosure 
and percentage of family members sit on the board confirms the H5, while the other hypotheses are not supported. 
The finding is consistent with Ho and Wong’s (2001) study and other prior studies (for example, Chen & Jaggi 
2000; Chau & Gray 2002).  The finding suggests that family controlled companies are less motivated to 
disclose information compared to non-family controlled companies because they can have better access to the 
internal information. Therefore, the owner-managers might not be fully aware on the importance of having more 
openness and disclosure in business practice.   

The adjusted R-square of 0.211 indicates that the eight variables included in the regression are able to explain 
21.10% of the variation in the disclosure score of corporate governance information.  Meanwhile, 
multicollinearity problem between the variables is weak as the tolerance is not 0.2 or less and VIF is not 5 or 
more (Vaus 2002). Variance inflation factor (VIFs) scores also reveal no problems with multicollinearity if all 
scores are less than 10 (Chatterjee & Price 1991).     

Overall, the findings show that only one corporate governance mechanism has a significant impact on the level 
of disclosure by companies, which is the percentage of family members sit on the board.  Table 8 provides the 
summary of hypotheses and the findings of the study.   

5. Discussion and Conclusion 

The present study extends the work of Ho and Wong (2001) where their study is conducted among listed 
companies in Hong Kong. The present study is conducted to determine whether their results can be generalised 
in the Malaysian context. The main objective of this study is to investigate whether the existence of corporate 
governance mechanisms is effective in increasing the extent of disclosure amongst public listed companies in 
Malaysia. Four established corporate governance mechanisms are examined in this study, that include (i) the 
proportion of independent non-executive directors (INED), (ii) the proportion of independent members of audit 
committee (AUDITCOM), (iii) the practice of separate CEO and chairman of the board (SEP_CEO), and (iv) the 
percentage of family members on the board (FMEMBER). The individual companies’ annual reports for the 
years 2002 and 2006 have been used as disclosure reference to examine the extent of corporate governance 
disclosure provided by large and small companies. The comparison between Ho and Wong’s (2001) study and 
current study on the relationship between corporate governance mechanisms and the extent of disclosure is 
presented in the Table 9. 

In conclusion, result from this study reveals that companies with a higher percentage of family members sit on 
the board are significantly have lower level of disclosure in their annual reports. Therefore, it can be suggested to 
the regulators such as Bursa Malaysia and Securities Commission to review and impose a certain level of family 
members sit on the board as proposed by Wallace (2004). Malaysian regulators might implement the same 
guidelines from Hong Kong Society of Accountant (HKSA) to have a limitation of not more than 50 percent of 
family members sit on the board. In addition, another additional regulation should also be imposed is not 
allowing any family members to hold the two top positions in the board that are CEO and chairman of the board. 
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Notes 

Note 1. Rule 15.10, KLSE Listing Requirements (2001). 

Note 2. Rule 15.11, KLSE Listing Requirements (2001). 

Note 3. Malaysian Code on Corporate Governance, 2001, p.12. 

Note 4. The merged Second and Main Board will be known as the Main Market and the Mesdaq Market as the 
ACE Market, with ACE being an acronym for Access, Certainty, and Efficiency. The changes were implemented 
on August 3, 2009 (http:www.themalaysianinsider.com, accessed on 11 March 2010).   

Note 5. This study considers that multicollinearity problem exists when the correlation exceeded 0.6. 

 

Table 1. Selection of companies 

Selection of companies 
2006 2002 

Main Board Second Board Main Board Second Board 
Selected sectors: 

 Construction 

 Consumer products 

 Industrial products 

 Trading / Services 

 
44 

87 

157 

142 

 
16 

48 

128 

46 

 
35 

58 

105 

106 

 
13 

58 

115 

51 
Final selection 40 40 40 40 
Percentage representative 9.3 % 16.9 % 13.2 % 16.9 % 
Proportion of market capitalisation 21 % 25 % 25 % 24 % 
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Table 2. Sample of companies 

 

Sector  

2006 2002 

Main Board Second Board Main Board Second Board 

 

 

 

 

Construction 

 

YTL 

ZELAN 

MTD 

SUNWAY 

EKOVEST 

LOH&LOH 

PSIPTEK 

BPURI 

SBCCORP 

SUREMAX 

LDAUN 

ZECON 

PLS 

BGYEAR 

MAGNA 

SELOGA 

JETSON 

AVGARDE 

HOOVER 

CYGAL 

YTL 

RENONG 

WCT 

PJDEV 

GCORP 

PLB 

IREKA 

HOHUP 

SUREMAX 

MERGE 

ZECON 

PLS 

BGYEAR 

GADANG 

JETSON 

YCS 

HOOVER 

SETEGAP 

FAJAR 

AVGARDE 

 

 

 

Consumer 

products 

 

BAT 

CARLSBG 

GOLDIS 

MFLOUR 

GUANCHG 

IQGROUP 

COCOLND 

YSPSAH 

MAXBIZ 

LIIHEN 

DUNBUSH 

WANGZNG 

REX 

HWATAI 

LTKM 

TAFI 

SHH 

HINGYAP 

BASWELL 

FFHB 

BAT 

ORIENT 

HLIND 

UNZA 

DNP 

KENMARK 

APOLLO 

MAMEE 

HABIB 

NEXNEWS 

DEWINA 

POHMAY 

YEOAIK 

PADINI 

HUATLAI 

EG 

PINWEE 

TECGUAN 

FORMOST 

TOMISHO 

 

 

 

Industrial products 

 

PETGAS 

CAMERLN 

KIANJOO 

KINSTEL 

YILAI 

DKCORP 

YECHIU 

AISB 

LSTEEL 

OKA 

ATLAN 

BSLCORP 

LIMAHSN 

WATTA 

BTM 

EG 

ABRIC 

YOKO 

GUNUNG 

CNASIA 

ETGAS 

APM 

DMIB 

SUBUR 

LEADER 

ALCOM 

ANCOM 

TEKALA 

GOPENG 

KIALIM 

INGRESS 

MULTICO 

WEIDA 

KOMARK 

JOTECH 

GPA 

RAPID 

LYSAGHT 

RALCO 

SKW 

 

 

 

Trading/ Services 

TENAGA 

TRANMIL 

MPHB 

SAPCRES 

MUIIND 

EPIC 

UTUSAN 

SUIWAH 

SEG 

IPMUDA 

LIONFIB 

GLOBALC 

SAMUDRA 

JUAN 

AMTEL 

SEEHUP 

KPSCB 

NEPLINE 

STAMCOL 

KAIPENG 

TENAGA 

TANJONG 

AMWAY 

NALURI 

MUIIND 

PMIND 

WARISAN 

KKELLAS 

ANTAH 

DKMAT 

PHARMA 

VADS 

FSBM 

UNIMECH 

CENTURY 

RHYTHM 

CME 

TOCEAN 

TENCO 

OCEAN 

Total 40 40 40 40 
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Table 3. Disclosure index (developed based on MCCG and Bursa Malaysia LR) 

 Disclosure Index Component Scoring (1 if disclosed and 0 if not) Item No.

1. Statement by the BODs on the 

compliance with the Code. 

If the disclosure explicitly states that the board: 

  Coded 1: To fully comply / committed to comply  or has applied / complied 

with the Code, or 

  Coded 2: Has substantially or fully complied with the Code. 

 

1 

 

 

2. Composition of the BODs.  Coded 1 if the disclosure states at least 2 directors or 1/3rd of the BODs, 

whichever is the higher, are independent non-executive directors, if not state the 

reason. 

2 

3. Chairman and Chief Executive 

Officer. 

Coded 1 if the disclosure states the roles of Chairman and CEO are separated, if 

the decision to combine the roles, it should be publicly explained. 

3 

4. Statement of directors’ 

responsibility. 

Coded 1 if the disclosure states an explanation on the director’s responsibility 

for preparing the annual financial statements, if not state the reason. 

4 

5. Directors’ assessment. Coded 1 if the disclosure indicates that there is a process for assessing the 

effectiveness of the board, its committees and individual directors. 

5 

6. Directors’ training Coded 1 if the disclosure state: 

  In the annual report by BODs whether its directors have attended training 

programmes prescribed by the Exchange for the financial year, if not state the 

reason for each director. 

  Detail of the training programmes. 

  Providing an orientation and education programme for new directors to the 

board. 

 

6 

 

 

7 

 

8 

7. Information to the board: 

  Supply of information. 

 

 

 

  Access to information. 

Coded 1 if the disclosure indicates that:  

  The board of directors has been supplied timely basis with the information in 

a form. 

   Provide further explanation 

  All directors (executive and non-executive) have the same right of access to 

information. 

  Provide further explanation 

 

9 

 

10 

11 

 

12 

8. Internal control statement: 

 

Coded 1 if the disclosure provides a statement about the state of internal control 

to safeguard shareholder’s investment and the company’s assets which covering:

  Financial control 

▪general information, e.g. budgetary 

▪provide further explanation 

  Operational control 

▪general information, e.g. organizational structure 

   ▪ provide further explanation 

  Risk management 

▪general information, e.g. risk, management department 

   ▪ provide further explanation 

 

 

 

13 

 

14 

15 

16 

17 

 

18 

9. The existence of an internal audit 

function. 

Coded 1 if the disclosure states the existence of an internal audit function or 

activity, if not state the reason. 

19 

10. Nomination committee: 

  Existence of the nomination 

committee for proposing new 

directors and assessing directors 

on an on-going basis. 

  Composition of the 

nomination committee. 

  Number of meeting 

Coded 1 if the disclosure indicates: 

  The existence of a nomination committee or other committee that has 

explicitly responsible for nominating new directors. 

  A committee of directors composed exclusively of non-executive directors, a 

majority of whom are independent, if not state the reason. 

  Number of meeting held. 

 

20 

 

21 

 

22 
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11. Remuneration committee: 

  Composition of the 

remuneration committee. 

 

  Remuneration procedure. 

 

 

 

 

  Remuneration information. 

Coded 1 if the disclosure states that: 

  The remuneration committee consists of wholly or mainly of non-executive 

directors, if not state the reason. 

  The company has formal and transparent procedure for developing policy on 

directors’ remuneration package and provides further explanation. 

  The remuneration details should be shown in the annual report: 

▪ qualitative information  

▪ quantitative information 

   - total amount 

   - break down of each total        amount 

   - range of remuneration amount 

 

23 

 

24 

 

 

25 

 

 

26 

27 

28 

12. Audit committee: 

  Composition of the audit 

committee. 

  Chairman of the audit 

committee. 

  Have direct communication 

channels with internal and 

external auditors. 

  Has oversight responsibility 

for system of internal control. 

Coded 1 if the disclosure states that: 

  Audit committee consists of at least 3 members of whom a majority is 

independent, if not state the reason. 

  Chairman of the audit committee shall be an independent director, if not 

state the reason. 

  Have direct access to, or communication channels with internal and external 

directors and provide further explanation. 

  Has oversight responsibility for the system of internal control and provide 

further explanation. 

 

29 

 

30 

 

31 

 

32 

13. Audit committee meeting. 

 

 

Coded 1 if the disclosure states: 

  The number of audit committee meetings held  

  Details of attendance of each member, if not state the reason.  

33 

 

34 

14. A summary of the activities of 

audit committee. 

Coded 1 if the disclosure states in an informative way the details of the activities 

of the audit committee. 

35 

15. Audit committee’s term of 

reference 

Coded 1 if the disclosure has written term of reference which deals with its 

authority and duties. 

36 

16. Relationship with investors and 

shareholders. 

Coded 1 if the disclosure states that: 

  Company conducts dialogue to communicate with investors or has formal 

communication like AGM and annual report. 

  Company has informal communication with investors like participative in 

regular meeting (other than AGM and annual report). 

  Company’s website address. 

  Person in charge for any enquiries. 

 

37 

 

38 

 

39 

40 

 

Table 4. Descriptive statistics of all variables  

Variable Mean Maximum Minimum SD Skewness Kurtosis 

DSCORE 65.04 87.80 34.15 10.09 -0.356 0.297 

INED 40.70 100 18.18 10.54 1.670 6.053 

AUDITCOM 70.48 100 33.33 10.71 0.900 3.890 

SEP_CEO 75.00 100 0 43.44 -1.166 -0.649 

FMEMBER 23.15 72.73 0 22.85 0.337 -1.284 

LOGSIZE 8.43 10.81 7.45 0.66 1.224 1.547 

LEV 1.41 29.85 -8.49 2.90 6.387 61.174 

PROFIT 0.84 179.79 -29.83 14.68 11.772 145.191 
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Table 5. Pearson correlation analysis  

All sample 

 
Dscore INED 

Audit-co

m 
Dominant FMember Logsize Lev Profit 

Dscore 1 0.113 0.145 0.115 -0.321** 0.239* 0.140 0.166 

INED  1 0.384** -0.126 -0.115 0.173 0.276** -0.003 

Auditcom   1 0.093 0.023 0.331** 0.130 0.110 

 

 

Sep_CEO    1 -0.040 0.144 0.065 -0.003 

FMember     1 -0.139 -0.165 -0.151 

Logsize      1 0.404** 0.236* 

Lev       1 -0.161 

Profit        1 

Note: The asterisks ** and * denotes correlation are significant at the 0.01 and 0.05 levels, respectively. 

 

Table 6. Mann-Whitney U-test for all sample companies  

 

DSCORE 

Year/Board Mean Rank Z Sig. 

All Sample 

2002 41.58   

2006 58.95 

Between 

group 

 -3.018 0.003 

2006  

 

Large 30.22   

Small 18.28 

Between 

group 

 

 -2.963 0.003 

2002  

 

Large 27.42   

Small 24.74 

Between 

group 

 

-0.644 0.519 

 

Table 7. Regression analysis for all companies in the sample  

Variable Results Collinearity Diagnostics 

Coefficient p-value Tolerance VIF 

INED -0.398 0.691 0.733 1.364 

AUDITCOM 0.370 0.713 0.744 1.344 

SEP_CEO 0.685 0.495 0.935 1.070 

FMEMBER -3.487*** 0.001 0.903 1.107 

LOGSIZE 1.627 0.107 0.661 1.513 

LEV 0.018 0.986 0.704 1.420 

PROFIT 0.380 0.705 0.820 1.220 

FINANCIAL YEAR 3.738 0.000 0.896 1.116 

R2 0.275    

Adjusted R2 0.211    

F-statistic 4.275***    

Note: The asterisk *** represents significant at 1 per cent (p<0.01) level.   
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Table 8. Summary of hypotheses and the findings 

HYPOTHESES RESULTS 

H1: The extent of corporate governance disclosure in large companies is higher than 

small companies. 

Supported (year 2006 only) 

H2: The proportion of independent NEDs has a positive relationship with the level of 

disclosures. 

Not supported 

H3: The proportion of independent NEDs in the audit committee has a positive 

relationship with the level of disclosures. 

Not supported 

H4: The practice of separate CEO and chairman has a positive relationship with the 

level of disclosures. 

Not supported 

H5: The percentage of family members board has a negative relationship with the 

level of disclosures. 

Supported 

H6: The effect of corporate governance mechanisms on corporate governance 

disclosure is different between large and small companies. 

Not supported 

 

Table 9. Comparison of findings between Ho and Wong’s (2001) and current study 

Corporate governance variable Hypothesis 

direction 

Ho and Wong (2001)  Present study 

H2:  Proportion of independent NED on the board  + +  (Not significant) −  (Not significant) 

H3:  Proportion of independent NED in the audit committee + +  (Significant) +  (Not significant) 

H4:  Separation of roles between CEO and chairman of the 

board  

+ +  (Not significant) +  (Not significant) 

H5:  Percentage of family members on the board  − −  (Significant) −  (Significant) 

Description for the above table. 
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Abstract 

The purpose of this report is to discuss the medical service of China and improve it through evaluating the 
marketing strategies and finding resolving methods for the marketing issues and problems which caused by the 
external and market forces in medical service of China. 

In this report, firstly, the introduction of background of Chinese medical service is given. Secondly, some 
marketing knowledge and theories are reviewed. Thirdly, some problems and issues of Chinese medical service 
are identified. Then, the external and market forces are assessed based on relative theories. Next, marketing 
strategy is evaluated to improve the efficiency of Chinese medical service. Finally, conclusion and 
recommendations are given based on analysis.  

Keywords: Medical service of China marketing strategy, SWOT, PEST  

1. Introduction  

The purpose of this report is to discuss the medical service of China and improve it through evaluating the 
marketing strategies and finding resolving methods for the marketing issues and problems which caused by the 
external and market forces in medical service of China. This correlative information was collected through 
various journals and newspaper I read as well as other media that I observed. This report will give the 
recommendation to senior officials of the Central Government of the People Republic of China as they reform 
regulatory policy to improve the efficiency of medical service based on analysis about the marketing strategy and 
issues.  

In this report, firstly, the introduction of background of Chinese medical service is given. Secondly, some 
marketing knowledge and theories are reviewed. Thirdly, some problems and issues of Chinese medical service 
are identified. Then, the external and market forces are assessed based on relative theories. Next, marketing 
strategy is evaluated to improve the efficiency of Chinese medical service. Finally, conclusion and 
recommendations are given based on analysis. 

2. Background of Chinese medical service  

Big different condition of medical service exists between cities and countryside in China. Basic medical service 
can be guaranteed in most Chinese cities, especially those with large cities. However, quality of service may vary 
between geographic regions. The condition of medical facilities in the countryside is generally worse than in the 
city, where there are many critical care hospitals, but with the economic development of China, the condition of 
medical service of countryside is improving rapidly. Although in the same city, there are different level hospitals 
which have different medical facilities, qualified doctors, services and customers.  

However, there are some common features in Chinese medical service. Firstly, medicine shop is set in hospital. 
Every hospital has owned medicine shop. Health care centre and hospital integrates diagnosis, physical 
examination, treatment and medicine sales. Secondly, health facilities now rely more on users, fee-for-service 
payments to raise revenue without the government increasing its direct investment. Next, Prescription drugs and 
diagnostic/treatment technologies are now regulated by a cost-plus-price mechanism. This mechanism was an 
incentive to health care centre providers to provide more services and improve their productivity. It also 
encouraged providers to use more expensive services that generate more revenue. Then, all of patients have to 
charge for register before every diagnosis, and vary charge depends on different medical health care centre or 
hospital. Finally, every famous hospital locates the centre of city, such as Beijing Xiehe Hospital, Shanghai 
Renai Hospital, Xian Xijing Hospital and Shenzhen Fuhua I.T.W.M Hospital.  

3. Marketing theories  

3.1 Marketing Strategy  

“Marketing strategy indicates the specific markets towards which activities are to be targeted and the types of 
competitive advantage to be exploited.” (Fifield, 2007 p.12) In the light of Poter, there are three generic strategic 
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alternatives open to organisation (see the figure 01). The organisation which decides and then consistently 
follows one of these three prime strategies successfully will achieve good profits and above-average returns on 
its investment.  

Insert Figure 1 Here 

“The organisation that wishes to pursue a strategy of differentiation will be operating throughout the complete 
market rather than addressing one or two specific segments of the marketplace.” (Fifield, 2007 p. 98) “Cost 
leadership means the organisation can do everything in its power to drive its cost base down to the point at which 
it is able to produce products or services at a lower cost than any of its competitors.” (Fifield, 2007 p. 99) It is 
significant that lowest cost does not mean lowest price. Focus means that organisation is pursuing a focused 
strategy makes its effort; it does not pursue the entire market as in the case of the cost leadership and 
differentiation, but just focuses on one or more specific market segments. ‘Stuck in the middle’ means that there 
is no clear differentiation between competitors. Also, there is no price competition following.  

3.2 Marketing elements 

Market strategy has been integrated into the strategy of organisation in modern enterprises; it is one of the 
business strategies, and it is the bridge of business strategy and marketing planning, it is the order of marketing 
planning. It is shown as below figure 2. 

Insert Figure 2 Here 

“Marketing is a social and managerial process by which individuals and groups obtain what they need and want 
through creating and exchanging products and value with others.” (Kotler et al. 2003) Marketing’s main tasks are 
focused on identifying and satisfying customers’ needs, and making it has more attraction than its competitors. 
These tasks are reached through the marketing mix’s application, an elements’ combination that the offering 
actually is created. Marketing mix includes four elements for most physical goods: product, price, place, and 
promotion. For services, it can be extended to seven elements plus processes, physical evidence and people.  

The Product, it covers everything and it includes tangible products (physics goods), intangible products (service) 
and ideas (commercial messages, for example). It is at the heart of the marketing exchange. If the products does 
not deliver the benefits the customers wanted or if it does not meet the expectations of the other marketing mix, 
which means that this organisation is fail to introduce these products, and the marketing strategy could be not 
supported by these products. The Price, it is interesting and easy understanding element of the marketing mix. 
However, it plays a very important role in marketing strategy. Price can reflect the issues of buyer behaviour. 
Price can be used as a competitive weapon. The customers can use price as a means of comparing products, 
judging relative value for money or judging product quality. The Place includes company activities that make the 
product available to target consumers. It concerns the movement of goods through the various channels of 
distribution to the eventual customer. It is important to access to channel management, target market, channel 
structure, chosen channels’ image and logistics. The Promotion, planning and managing the communication with 
the marketplace. Considering the available techniques of communication, each objective can be achieved, their 
relative weaknesses and strengths, and the planning processes and management that have to support them. So it 
is important to emphasize direct marketing, advertising management, developing Promotional Mixes, public 
Relations. The People, no people no service, the product customer wanted can be created and delivered by 
people. So it is significant to stress adding value to the marketing package beyond the basic product offering. 
The Processes, “Procedure, mechanisms and flow of activities by which services are consumed (consumer 
management process) are an essential element of the marketing strategy.” (Kumar, 2004) The Physical Evidence, 
“the ability and environment in which the service is delivered.” (Aaker, 2007) It refers to environment, medium, 
image and design of premises can be significant in numerous service marketing.                                           

4. Identify the issues and problems 

Insert Figure 3 Here 

In this part, the main issues of Chinese medical service will try to be identified and described. Based on the 
‘SWOT’ analysis (see the figure 03) and in the light of marketing elements (see the figure 04), the first issue is 
the place. There is big different condition of medical service between urban area and countryside. The second 
issue is the price, and higher price has been a burden of Chinese to a patient. The next issue is the product. The 
Chinese medical service offers two kinds of products which are dissatisfied by customers. One product is 
medicine and drugs. Another one is the service which is special product. The final issue is the people. Customers 
are dissatisfied with medical staff’s attitude and service. These issues are identified based on the weight of 
effects on the patients and Chinese market-orientation medical service. These issues are integrated into 
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complicated problem for Chinese government, and it is difficult to solve it in short time.  

Insert Figure 4 Here 

4.1 The place issue  

The place of medical service is the biggest problem for Chinese. On the one hand, there is great difference in 
quality of medical service and medical facilities due to different geographic region of China. China is the biggest 
country in the world, and people in mountain area and plain area have varied economic level of development. 
The western and eastern China also has different medical condition, as well as urban people and people live in 
countryside. Critical medical condition emerges in underdevelopment area, such as lack of medical facilities, 
medicines and doctors in countryside, mountain area and western of China. For some patients who live in 
underdevelopment area with serious disease, they have to trudge for long distance for treatment. On the other 
hand, basic medical service can be guaranteed in most Chinese cities, but most of hospitals or health care centres 
are locate in the centre of city or commercial area rather than residential area. That is not convenient for patients 
in transportation and parking, especially for urgent patients, and treatment time equal to their life. Therefore, the 
voice of ‘it difficult to see a doctor’ usually could be heard in China.  

4.2 The price issue  

The price of medical service is another headache issue for Chinese. There are some reasons why the price of 
medical service so high. Firstly, extra physical examination causes high price of medical service. In China, 
health care centre and hospital integrates diagnosis, physical examination, treatment and medicine sales. Health 
facilities now rely more on users, fee-for-service payments. Patients have to receive more extra physical 
examinations in order to meet health care centres’ or hospital’s revenue and profits. Because patients have no 
professional knowledge and do not know weather it is need or not. Next, extra medicine expense is added to the 
patients. Every hospital or health care centre has owned their medicine shop. Doctors not only are responsible for 
treatment, but also medicine sales. Medical staff usually sells extra medicine to patients for increasing their 
profits. They often replace less profitable with more profitable medicine and can prescribe large quantities of 
medicine for generating a higher profit. Finally, the medicine price of hospital is much higher than markets’. In 
order to sell their medicine to providers, these manufacturers engage in intensive marketing, which includes 
kickbacks and bribes. (Wang et al, 2007) As a result, medicine cost has increased greatly, which cause high 
medicine price. Therefore, also the voice of ‘it is expensive to see a doctor’ could be heard in China. 

4.3 The product issue 

“Product means the goods-and-service combination the company offers to the target market.” (Kolter and 
Armstrong, 1999 p.49) “In fact, all physical products contain an element of service, and all services contain an 
element of physical product.” (Blythe, 2006 p.88) Medicine is the product offered of health care centre or 
hospital besides medical service. Customers are dissatisfied with the quality and safety of medicine. At first, in 
some devious countryside, some expired medicines are still applied for local patients whose lives are suffering 
from threats by these expired products. Next, some fake medicines also are used for patients in poor mountain 
area due to government’s inefficient monitoring and some doctors want sudden huge profits with illegal trades. 
Sometimes bad news about death for fake medicine is come out from devious mountain region of China. As a 
consequence, Chinese people have much complaint about the quality of medicine, sometimes they refuse to treat 
in local clinic because of worrying about medicine quality.  

4.4 The people issue 

People play a crucial role in marketing elements, and its issue is also apparent in Chinese medical service. Firstly, 
medical staff is short in Chinese medical market especially high technical person with ability in treating and 
defending cancers. China is the large country with 1.3 billion populations. There is lacking of medical staff with 
qualification in underdevelopment area of China. Secondly, the attitude of medical service could not be accepted 
happily in some monopolizing medical area. Some patients have to bribe doctors in charge of a case to get better 
treatment. Patients and their relations are dissatisfied with medical staff’s attitude and service. As time passes, 
they lose their trust step by step in these hospital and medical service care. “The hospital trusts will earn revenue 
from the service they provide. They therefore have an incentive to attract patients, so they will make sure that the 
service they offer is what patients want.” (Sheaff, 1995 p.1) Finally, some man-made factors lead to poor persons 
who cannot receive equalled medical service system. Because of medical service cannot provide services to 
people who cannot pay for them.  

5. Assess the external and market forces    

China is in a critical stage of reforming its health care system. It is helpful to solve issues of medical service if it 
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can rein in market forces of the medical service through regulations made by government. The traditional ‘PEST’ 
analysis includes four headings that create the mnemonic Political, Economic, Sociological and Technical issues. 
In this part, we will analysis these factors that caused these above issues of Chinese medical service (see the 
figure 05). 

Insert Figure 5 Here 

5.1 Political factors  

In China, political factors have greatly impacted on medical service industry, also caused some issues discussed 
above, such as price, products and people issues. One is many ministries are involved in managing the health 
system lead to unclear responsibilities between them. At least eleven ministries are involved in medical service 
business in China, mainly are the Ministry of Health (MOH), National Development and Reform Commission 
(NDRC), Ministry of Finance (MOF), Ministry of Labor and Social Security (MOLSS), Ministry of Agriculture 
(MOA), Ministry of Civil Affairs (MOCA), Administration of Chinese Medicine (ACM), State Food and Drug 
Administration (SFDA), and the General Administration of Quality Supervision, Inspection, and Quarantine. For 
example, SFDA and the MOH, both of which are responsible for the safety and quality of medicine. These 
multiple management within across agencies leads to fake products coming out and high price of medicine. 
Another is that permitted markets which including the licensing of hospitals, doctors, and pharmaceutical 
factories. The Chinese government currently supervises in market entry, but the implementation of regulations is 
not stern.  

5.2 Economic factors  

Economic factor also is one of the factors that cause the medical service issues. First of all, it can cause the issue 
of place in medical service. The GDP of China increases rapidly with over 8% every year, fast development of 
economy does not match with the construction of medical system. Also the regional economic development is 
not balanceable, and the medical service difference is great between urban and countryside area. Some people 
who live in devious underdevelopment region feel that it is difficult to receive medical service. Next, it can cause 
the issue of product (medicine or drugs). In order to develop local economy, some fake drugs are produced sold 
by illegal medicine factory with local government protection. Finally, the increasing of economic development 
can cause the high price issue of medical service. With the development of economy, buying power of people is 
increasing for their income rising. Part of them can afford more expense of medical service with higher price, 
another part do not. Therefore, high price become an issue of medical service brought by economic development.  

5.3 Technical and sociological factors  

Technical and sociological factors can cause medical service issue of price and people. On the one hand, the 
costs of technical protection eventually will be reflected on the price of medical service. For example, patents 
and copyrights fares. On the other hand, the great population of China needs more medical staff, especially 
medical expert with high technical ability. Therefore, the issue of medical service shortage still has been in short 
time.  

6. Evaluate the market strategies  

The essence of good market strategy is to anticipate and identify what our customers want and then be in the 
right place at the right time to be able to offer the right product/service to the right people. (Fifield, 2007)  In 
the light of Poter’s generic strategies which introduced in theory induction part, Chinese government not only 
values cost leadership, but also focus on product’s quality and safety of medical service (see the figure 06). 
“Strategies are built on a solid foundational understanding of the organisation’s mission.” (Dwyer & Tanner, 
2006 p.161) The government of China is trying to provide safe, effective, convenient and low-cost public health 
and service to both rural and urban citizens. With these instructions of medical strategy, Chinese government 
adopted a serial of medical policies and reforms in order to realize its strategic objectives. For example, 
market-orientation reform, market-based incentives, permitted markets, pricing and product policy. These 
policies are playing certain roles on ensuring the fairness of medical service, correcting the failures of market in 
the delivery system, and ensuring medical equity in the delivery. However, current medical issues still have 
impact on reaching its medical strategy. Such as, ‘it is difficult and expensive to see a doctor for ordinary citizen’. 
Therefore, China developed some strategies to attempt to resolve these problems.   

Insert Figure 6 Here 

Firstly, China has established two sets of strategies to solve the place issue. The purpose of the first set is to 
ensure a sufficient supply of services in devious regions. For this, large hospitals located in urban areas are 
required to support hospitals or clinics located in mainly rural areas. The reason for the second set of regulations 
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is to make sure that patients are not refused emergency services if they are unable to pay for them. But who 
should cover the costs of services for patients not able to pay for them is still being debated. A systematic 
assessment of the results of both sets of strategies has not been undertaken. In order to achieve greater equity, the 
government should establish a safety net of basic health services for the poor. This safety net includes regulation 
as well as direct government financing and the provision of services.  

Secondly, the central government has issued regulation to solve price issue of medical. In China, the 
governments regulate prices, and then the Bureau of Pricing in each provincial government actually sets the 
prices of medical services and drugs in that province. In order to reduce patients’ burden to pay for medical 
services, governments at both levels announced, for example, several reductions in drug and medical service 
prices. Because the providers choose which drugs to prescribe and in what quantities, they also can replace less 
profitable with more profitable drugs and can prescribe large quantities of drugs in order to generate a higher 
profit. But without rigorously implementing the regulation and changing the incentives to limit prescriptions and 
the profits from them, price regulation cannot ensure that patients or third parties money is spent effectively. 
Therefore, the government should set price monitor system to ensure patients’ money is spent effectively.  

Thirdly, the government hopes to solve effectively the issue of product quality though permitted license. Drug 
production is licensed by agencies in the provinces, each of which is equivalent to the U.S. Food and Drug 
Administration (FDA). These agencies are responsible for controlling drug quality only within the province, 
even though the market for most drugs covers the entire country. These provincial agencies try to balance the 
tension between drug quality control and the contribution of pharmaceutical factories to local economic 
development.  

Finally, Chinese government is planning to solve the issue of limited human resources. First of all, the 
government is organizing volunteers of medical service to support rural medical service from urban health care 
centre and hospitals. Secondly, government has issued the regulation to manage strictly qualifications of doctors, 
and will beat sternly illegal doctor all of the country. In addition, government encourages graduates to work in 
countryside with favourable policy. However, it as if is not effective for improving current status. One reason is 
that the training and efficiency of regulatory personnel are not as effective as they could be. Another reason is 
that good regulatory practice also requires that officials have high moral standards, which are difficult to 
maintain in many environments and regulatory situations. In other word, these strategic measures do not solve 
completely the shortage of medical staff.  

7. Conclusion  

The aim of this report is to discuss the medical service of China and improve it through evaluating the marketing 
strategies and finding resolving methods for the marketing issues and problems which caused by the external and 
market forces in medical service of China. In this report, firstly, the introduction of background of Chinese 
medical service is given. It mainly includes the status of Chinese medical service which is described as the 
different medical condition between urban and rural area. Secondly, some marketing knowledge and theories are 
reviewed. Such as marketing strategy and marketing elements. Thirdly, some problems and issues of Chinese 
medical service are identified based on marketing elements and the ‘SWOT’ analysis. Then, the external and 
market forces are assessed based on ‘PEST’ analysis from political, economic, sociological and technical aspects. 
Next, marketing strategies of Chinese medical service is evaluated in order to improve the efficiency of Chinese 
medical service, which focus on medical service problems. For example, place issue, price issue, product issue 
and people issue.  

Looking to the future, there will be two main features in Chinese medical service industry in the future. One 
feature is the gap of medical condition between urban and rural area will be reduced. At first, the government is 
reforming rural medical system including restructure clinics into the centre of medical service to offer effectively 
more perfect service to local residents. In addition, with the economic development of countryside, their 
economic condition will be improved, which will enhance local medical level. Another feature is online service 
become more and more popular, especially the treatment and consultation in psychological aspect. With the 
development of internet technology and the popularisation personal computer, increasing patients are getting 
treatment from internet by medical experts. However, it cannot replace actual health care centre and hospitals.  

8. Recommendation  

In the light of above description and analysis, some recommendations about Chinese medical service should be 
given. Firstly, the central government should define clear marketing strategy for the development of medical 
service. Not only can it provides safe, effective, convenient and low-cost public health and service to both rural 
and urban citizens, but also need to balance improvement of the population safety, health and protection of 
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medical services with economic development. As well as using regulation restrict providers’ behaviour is driven 
firstly by consideration of their patients health and safety, then secondly by individual interests. Besides, medical 
policies should ensure the objective selection of medical service and medicine treatment options independent of 
financial conflicts. Secondly, regulatory policies should be improved, especially in medicine regulating and 
managing qualification of doctor. Thirdly, the government should use its power to enhance the implementation of 
regulatory policies to achieve strategic objectives. Through its direct investment in the delivery of medical 
services and through the provision of funds for health insurance, the Chinese government has become a major 
stakeholder in the country health care. Chinese policymakers can learn from other countries experiences about 
ways to use the government purchasing and investment power to help implement regulatory policy in the public 
interest. Finally, the government should establish science-based regulatory system that draws on other countries 
recent experiences to assemble the best available evidence to inform regulatory policy. Effective regulatory 
system requires an evidence-based policy, a transparent information system, and corrective measures that rely 
heavily on education to change providers’ behaviour. Also, restructuring regulatory policy and its 
implementation, especially by multiple government agencies scattered throughout the country. This includes 
separating the government role in regulating medical services from its ownership of facilities that provide 
services.  
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Figure 2. Strategy and Marketing (Fifield, 2007) 

 

Strength 

 Great economic increasing  

 The great population 

 Market-orientation medical service  

Opportunities 

 Great economic increasing 

 Stable political environment 

 IT technical application 

 Organization restructuring 

Weakness 

 Not balanceable region development 

 Multiple managing sectors 

 Short of medical staffs 

 Inefficient supervise for implementation of regulation 

Threats 

 High price 

 Product quality and safety 

 Implementation of regulation is not rigorous  

 

Figure 3.The SWOT Analysis of Chinese Medical Service 

 

 

Figure 4. Identifying Issues of Medical Service 
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Figure 5. The PEST Analysis 

 

 

Figure 6. Chinese Medical Service Strategies 
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Abstract 

Recent, spectacular technological advances and break throughs have made the use of modern information 
technology a best competitive business tool. This study explores the use of IT by SMEs and their degree of 
satisfaction in using software and hardware. Results show that use of Word processing and spreadsheet is 
comparatively high. Use of communication software is very low. There is a dissatisfaction of respondents with 
software, more than hardware. One main reason is a lack of proper training as employees don’t know how to use 
the software. Informal training methods like on-the-job training and open learning and training programmes etc. are 
very effective to train employees. 

Keywords: Information technology (IT), Small to medium-sized enterprises, Hardware, Software, Training 

1. Introduction 

The rapid growth of technological innovations and the fusion of information technology has drastically changed 
the way companies compete. Many business enterprises are implementing the information technology for the 
purpose of gaining competitive advantage in their industry. In its various manifestations, IT processes data, 
gathers information, stores collected materials, accumulates knowledge and expedites communication (Chan, 
2000). Gaining competitive advantage through the use of information technology requires business owners to 
have a firm grip over this vital corporate resource and manage its use (Beheshti, 2004). 

Many factors influence the firm’s competitiveness.  However, most of the researchers since 1980 have 
examined the concept of IT as a powerful competitive factor for organization (Porter and Miller, 1985; Clemons 
and Row, 1991; Barney, 1999). IT, in its nascent business world form, was generally considered a support tool. 
However, as time passed and technological sophistication grew, IT’s usage and impact increased dramatically 
(Chan, 2000). This pattern of progress may be due to the advancement of technology. A technological diffusion 
or infusion may be attributable to the fact that IT’s introduction into an organization creates a further 
technological needs and encourages product and policy innovation to meet such needs. 

It is very difficult to clearly distinguish between small, medium, and large firms. Researchers distinguish 
between SMEs and large corporations on the basis of employees, sales volume, and value of assets. Although the 
most common way to determine whether a business is small medium, or large, is by number of employees, there 
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is not an exact threshold that make a distinction between SMEs and large businesses based on the number of 
employees. However, small and medium sized companies are often considered having less than 500 employees 
(Hakserver, 1996; van der Wiele and Brown, 1998). In addition, some of the characteristics that separate small 
and medium sized businesses from large organizations are (Hakserver, 1996): ownership, management and 
organizational structure; capital resources; objectives; markets; and customers.  

IT is recognized as a viable, competitive actor via increased productivity, better profitability, and value for 
customers (Hitt and Brynjolfsson, 1996). Role of IT in competitiveness has been primarily focused on large 
organizations. However, in today’s global market, and in the era of e-commerce, small and medium size 
enterprises (SMEs) can employ IT to increase their competitive position along with their large counterparts 
(Beheshti, 2004). Barau et al. (2001) showed that small businesses were utilising the Internet more than their 
counterparts. In order to take full advantage of IT and to compete in the global business environment, top 
executives must recognize the strategic value of IT and exploit it. 

Despite the significant contribution that IT has made to business, many studies indicate that there are a large 
number of unsuccessful IT implementations in SMEs and that the adoption rate is very slow (Acar et al., 2005; 
Shin, 2006). Researches give three main reasons for this. First, management doesn’t know or is unclear on how 
and why their firms adopt IT in the first place (Levy et al., 2001). Second, there is a misconception toward the IT 
adoption process mainly because managers do not understand the relationship between IT and the firms 
themselves (Bull, 2003) or are uncertain about the opportunities that IT can offer (Southern and Tilley, 2000). 
Finally, firms do not have the capabilities to expand their IT resource (Acar et al., 2005; Claessen, 2005) because 
of lack of business and IT strategy, limited access to capital resources, emphasis on automating, influence of 
major customers and limited IS skills (Ballantine et al., 1998; Bhagwat and Sharma, 2007; Bruque and Moyano, 
2007). 

The state of SMEs in Pakistan is very interesting. SMEs play a very significant role in the economy of Pakistan. 
These constitute nearly 90% of all the enterprises in Pakistan; employ 80% of the non-agricultural labor force; 
and their share in the annual GDP is 40%, approximately (SMEDA, 2010). Infat, the rate of adoption and 
utilization of IT by SMEs is slow but it is increasing with the passage of time as more and more SMEs are 
realizing the importance of IT. 

Purpose of this paper is to investigate the degree of satisfaction of SMEs with the use of IT i.e. software and 
hardware. Rest of the paper is set as follows: section 2 describes the research methodology; section 3 shows the 
findings; section 4 and 5 depict the conclusion and limitation respectively.  

2. Research Methodology and Sample Size 

A questionnaire based survey was conducted into the use of computers in small businesses. A related research 
has been done by SBRT (Small Business Research Trust) in 1991 and by Mitev and Marah in 1998. 
Questionnaire of the research was developed by considering study of Mitev and Marah. The instrument consisted 
of 13 questions. This instrument was presented to 3 scholars for the review. After few suggestions given by them, 
amendments were made and then it was finalized. Due to time constraint, face-to-face interviews were carried 
out with owner-managers. The same questions were used as a basis for the semi-structured interviews and the 
material gathered enriched the questionnaire results qualitatively. 

Responses were from companies employing less than 100 people. This study included 90 SMEs from 
Rawalpindi, Islamabad and Wah Cantt. It was envisaged that there might have been differences in responses 
between the very small companies (one or two staff) and slightly larger ones. On analysis, the differences proved 
insignificant and no apparent trends were found. The questionnaire inquired about IT usage and degree of 
satisfaction or dissatisfaction on the software and hardware. 

3. Findings 

In the survey, only 15 respondents out of 90 did not currently have computers installed. Computer hardware had 
been used for an average of 5 years with a range of 1 to 10 years. When asked to rank their degree of satisfaction 
with computer hardware and software the results in Table 1 are obtained. It is interesting to note that there is 
some degree of dissatisfaction in the use of both computer software and hardware, this dissatisfaction is more 
marked in the area of computer software. This is perhaps not surprising given the range of products, which may 
also give rise to expectations. Making decisions about software may be becoming more complex and risky. Most 
respondents said that employees could not use the software packages properly. Moreover, there was not a proper 
training facility available to them. All these trends may explain why there is no ‘very satisfied’ respondent. 
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Respondents were asked about their software usage and the results are illustrated in Figure 1. The graph 
illustrates that the new trends are emerging such as the use of integrated and presentation packages. It also shows 
that there is comparatively small growth in communication technology. The adoption of word processing 
software and spreadsheet is particularly high. 

4. Conclusion 

This study finds out that operational applications such as word processing, databases and spread sheets are used 
more widely by the SMEs. However, there is still dissatisfaction with purchasing software, and there is a strong 
need for advice with purchasing software, and there is a strong need for the advice provided by concerned parties 
other than vendors. Requirements analysis should be supported by a feasibility study, which is still a poorly 
understood the concept by many owner-managers. Suggestions by Levy et al (1997) include a more proactive 
approach from the software provider who would review strategy with the company and advise on future IT 
requirements; bring in a consultant to act as an intermediary; ensure that one person has responsibility for 
reviewing IT needs and liaising with the software provider. 

The majority of SMEs has not advanced to a stage where telecommunications and interconnectivity are seen as 
important, although there has been growth in this area. Only 40 percent has communication softwares. Some 
respondents said that employees could not use the software properly. Although most small businesses surveyed 
acknowledged that work practices must change if IT is to be used effectively, few considered the effects on jobs, 
skills and training before implementing IT. Those small firms who knew where to get training advice were not 
satisfied with the training provided. Employees need and informal training methods such as on-the-job training, 
open learning and training programmes which integrate both technical and managerial aspects. Moreover, 
successful management training also requires an environment of business growth (Marshall et al, 1995). 

5. Limitations 

Time constraint was a major limitation as the whole project had to be completed within a term. Sample size was 
limited. Had the survey been conducted on many other SMEs, results could have been more conclusive. The 
research was conducted in Islamabad, Rawalpindi and Wah Cantt. For a more generalized perception, this 
research should be conducted in other cities as well. 
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Table 1. Degree of satisfaction of computer hardware/software:  

 Percent of firms 
Satisfaction Hardware Software 
Not satisfied 0 0 
Not entirely satisfied 15 35 
Satisfied 75 45 
More than satisfied 10 20 
Very satisfied 0 0 
Note: There were 75 respondents in each category 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Percentage of Software Used 
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Abstract 

Falsified financial statements have already become an international and historic issue. How to judge and audit 
the falsified activities in financial statements has been the focus of accounting research, and also the major 
problems deserving governments to solve. In recent years, the management level of enterprises in China falsifies 
financial statements by all methods to conceal the real financial conditions, business operations, and cash flows, 
with different aims. As a result, it causes great losses to the state. Besides, information users can not make the 
right decision with these falsified financial statements, causing a serious credit mess in market. This paper 
analyzes the motives of enterprises in China for falsifying financial statements, and also the common methods, 
advancing relevant methods for auditing recognition.  

Keywords: Financial statements, Falsified methods, Audit recognition 

1. Introduction 

In China, listing in stock market and financing through the stock market is the cost-lowest way for enterprises 
collecting capitals. Because of special economic environment, many stock enterprises are founded on 
state-owned companies. Some state-owned companies make falsified financial statements and assets evaluations 
in order to get the approvals of China Securities Regulatory Commission. Otherwise, they are not qualified in 
issuing stocks openly in market. After listing in market, some enterprises in losses may choose to make up or 
release false accounting information by adding virtual profits and reducing real looses, cheating investors, in 
order to acquire more funds by issuing more stocks at higher prices. Not only enterprises prefer to make false, 
local government even support their illegal activities. To found stock companies can collect considerable funds 
to develop local economy and improve their performances. With support from local government, other problems 
can be solved easily. Revealing the falsified methods in accounting statements used by listed enterprises in China 
and performing the audit recognition are meaningful for regulating the accounting market, driving the long-term 
development of investment market, and protecting the interests of small and medium investors. 

2. Common falsified methods in financial statements 

2.1 Cheating by related transactions 

China has always emphasized on relations. Although the accounting principles regulate the accounting 
treatments between related parties and the auditing principles regulate the auditing recognition of related parties 
in transaction, the management level can conceal the relations or turn explicit relations into implicit ones under 
present system due to the implicit feature of relations in order to avoid supervision.  

A typical approach is to perform related transactions based on internal group structure. Then, the profits can be 
controlled well. For example, the parent company purchases products or services from holding subsidiaries at 
premium prices and forms its fixed assets. Then, the holding subsidiaries’ return can be recognized as the current 
consolidated statement profits. Or, the parent company sells products to holding shareholders and non-holding 
subsidiaries. Then, the sales will rise and so do the accounts receivable and profits. The parent company sells 
products or services to the third party at the market price and confirms the sales of subsidiaries. Then, another 
subsidiary purchases the products or services from the third party. By this way, it avoids the constraints of related 
transactions between parent company and subsidiaries, ensuring the income and profits in consolidated 
statements, and achieving the goal of controlling profits. In addition, it is common to falsify the return by false 
contracts in related transactions.  

2.2 Cheating by assets reorganization 

In order to strengthen enterprises’ competitiveness, optimize the distribution of resources, and gain more profits, 
the reorganization of assets is an effective way. But in fact, many listed companies in China perform assets 
reorganization not for improving the competitiveness, but taking it as a method to falsify financial statements, in 
order to collecting more funds from capital market. In these cheating activities, the most common way is to 
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perform the reorganization by assets replacement. On one hand, the parent company gets rid of all or part of bad 
assets by agreements and the big shareholder or group invests in more good assets, which changes the company’s 
assets structure thoroughly. Or the company exchanges their bad assets with the good assets of parent company 
or other company, changing the company’s financial conditions, and reducing the proportion of bad assets. On 
the other hand, the company transfers their assets at premium prices and improves its current income. In the 
reorganization of assets, the premium-price transfer is the convenient way to improve the company’s current 
return, especially if the holding company is powerful. The company sells the assets to its holding company at 
premium prices, which can make it get higher income. 

2.3 Adjusting the return and profit indexes in every accounting period 

The popular way to control profits is to adjust the return and profits indexes in every accounting period. If the 
products need to be equipped or after-sale services and the sale periods are long, the return is not realized at once. 
Especially for trans-yearly sales, the profits must be distributed in the year. Then, the company may choose to 
transfer or delay the costs in accounts before the sales have been done. By this way, it can adjust profits 
effectively.  

2.4 Adjusting profits by falsifying virtual transactions 

In accounting, enterprises may improve profits by falsifying virtual transactions. For example, Fengle Seed has 
false records since its listing in market in April, 1997. In ten years from 1997 to 2007, Fengle Seed falsified 191 
million Yuan income. At the same time, it writes off the main business income of 11 million Yuan. In 
accumulation, it falsifies the main business cost of 22 million Yuan. And the virtual main business income is 180 
million Yuan. And the falsified main business profits are 158 million Yuan. Besides, Fengle Seed turns the return 
from securities and relevant allowances into main business income and relevant accounts receivable. However, 
its real return from securities is lower than falsified main business profits in every year. Thus, the balance forms 
the virtual profits of each year. The accumulated virtual profits reach 40.06 million Yuan, etc. 

2.5 Cheating by improper accounting policies and accounting evaluation 

The management may choose improper accounting policies and evaluations to control profits. For one 
transaction, the company can choose different accounting treatments. And China’s specific accounting principles 
do not concern every aspect of corporate accounting. Therefore, many listed companies can control profits and 
falsify financial statements by choosing or changing accounting policies and accounting evaluations. For 
example, Yutaibai turned a loan of 86.04 million Yuan into a project in construction in 2006. But in fact, this 
project had begun in 2005. And in 2006 there were qualified products already. By this way, it makes the profits 
rise by more than 80 million Yuan.  

3. The auditing recognition to falsified methods in financial statements 

3.1 Identifying the related parties and related transactions 

In general, the listed company in China is supported by a giant group. Similar to a big family, there are complex 
relations between child companies, brother companies, and parent company. As the managers face financial 
pressures, they may adopt the related transactions. For this kind of transaction, there are only in form but not in 
practice. Sometimes, the prices and conditions for payment are special. In hard time, it is easy to find that two 
parties can not fulfill the transaction considering their real financial conditions. Enron Corporation lists falsified 
profits, which are realized mostly by related transactions. All these facts make it more difficult for CPA finding 
related parties and their transactions. Therefore, the CPA must know the ownership relations of listed company, 
question more on abnormal transactions, check conference records carefully, consult the management agency 
with strategies, and study more cases concerning related transactions. By this way, the CPA can be more capable 
of finding related transactions. 

Considering potential related transactions, we should investigate these issues: (1) whether there is a fixed process 
for the management level, by which the CPA can recognize related parties and related transactions; (2) whether 
there are sufficient information to know and evaluate the relations of two parties in transaction; (3) whether the 
two parties have motives or abilities to execute the transaction; (4) whether the accounting treatment is based on 
the essence of transactions (including any abnormal condition); (5) whether relevant information, such as the 
transaction nature, contents, and relations, is released completely.  

3.2 Analyzing the reorganization of assets 

Under the fierce market competition, some enterprises may be in loss or weak in winning profits due to bad 
management, and harmful influences from external elements. Capitals flow slowly. In this condition, the 
enterprise may reach an agreement with creditors to get rid of all or part of bad assets, or exchange the bad assets 
with the good assets of the parent company or the shell company, in order to change the financial conditions, 
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reducing the proportion of bad assets. If an enterprise changes its assets structure significantly, the auditors 
should pay more attention to the necessity and reasonability of changes. If an enterprise performs assets 
reorganization or transfer in a report period, the auditors should focus on the impacts of assets reorganization or 
transfer on the enterprise. By analyzing its necessity, reasonability, and legality, the auditors can judge whether 
the enterprise adjusts profits or avoids taxes by assets reorganization and assets transfer. If an enterprise invests 
in other fields, gets mortgage loans, and commute debts by its assets in a report period, the auditors should notice 
the balance between relevant assets’ evaluation values and accounting values. By analyzing its necessity and 
reasonability, the auditors can judge whether the enterprise adjusts the value of assets by assets evaluation.  

3.3 Checking on trans-period incomes especially 

For the balance sheet, the management level usually takes the profits in current year as the profits in next year or 
the profits in next year as the profits in current year. For example, in Nov. 2008, the global financial crisis 
happened. Most enterprises were in loss in Nov. 2008. In order to make monthly profits in balance, the 
management level usually adjusts the part of profits in Jan. 2009 to the year 2008, balancing the profits in every 
month in 2008, and increasing the profits virtually. In contrast, if profits in certain year are sufficient, the 
management level may adjust profits in last month in this year to the first month in next year, balancing the 
profits, which can help the enterprise to win more investors. Considering these conditions, the auditors should 
focus on major abnormal trans-period transactions, check the sales voices and relevant bills, ensuring that 
whether certain income is reflected in the balance sheet.  

3.4 Analyzing the abnormal profits 

Sometimes, the managers want to beautify the business performances or achieve the expected goal by 
convincible sales. The auditors should be careful on abnormal or irregular transactions. Contracts or terms are 
not so convincible. They must check all items by their special senses. For example, as for a potential irregular 
transaction, no matter whether the sum is large or not, the auditors should check on the original documents and 
consult for creditors and debtors to testify the completeness of the transaction. Besides, we should pay special 
attentions to possible agreements outside the contract. If an enterprise’s main income is from other business 
income, investments, or non-business income, the auditors should care about the authenticity of transaction, 
judging whether the enterprise cheats or not.  

3.5 Focusing on whether accounting policies and evaluations are in accordance with accounting principles 

Accounting policies are specific rules in accounting check and accounting treatments adopted by enterprises. 
Whether accounting policies are proper or not is vital for the enterprise’s accounting treatments, or even whether 
the accounting profits can be calculated properly or not. In common, the listed company can control profits and 
falsify business performances by choosing or changing accounting policies and evaluations. 

4. Conclusion 

The falsified financial statements seriously disturb normal social economic activities, influencing investors’ 
analysis and estimations on kinds of economic information, misleading the investors, creditors, and relevant 
decision-makers. As a result, the financial statements of listed company and relevant auditing reports are lack of 
pre-warning effects, adding more audit risks, hurting China’s capital market, and disturbing normal social 
economic orders. 

In a word, financial statements users should recognize and defend against listed companies’ illegal activities 
concerning financial statements, narrowing the space for falsified methods by accounting principles and relevant 
regulations, and ensuring the normal development of whole social and economic orders. 
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Abstract 

This empirical study explores first the relationship between type of industry and subsidiary age, export ratio and 
MNCs’ firm factors. Second, we examined the impact of country of origin, foreign ownership and parent’s 
specific factors on asset growth ratio (AGR). Based on data derived from 2500 foreign companies in Japan, the 
findings show that the factors of foreign ownership, experience in host market, country of origin, export and 
parents company’s sales and the number of employees as a proxy of firm size have significantly effect on AGR. 
Also our finding shows that foreign companies in manufacturing industries are more likely to be as an 
international joint venture with a foreign manager and higher ratio of import and greater number of foreign 
employees. Finally, contrary to our expectations, we found that the total asset of parent company has negatively 
associated with type of industry. In the other word, firms in service industries are more likely to have greater 
total asset than those in manufacturing sectors. 

Keywords: Asset growth ratio, Foreign ownership, MNCs, Country of origin 

1. Introduction 

The multinational company has several choices of entry mode, ranking from the market (arm's length 
transactions) to the hierarchy (wholly owned subsidiary). The multinational companies (MNCs) choose 
internalization where the market does not exist or functions poorly so that transactions expenses of the external 
route are high. The subsistence of a particular know-how or core ability is an asset that can give rise to economic 
rents for the firm. These rents can be earned by licensing the firm specific advantages to another firm, exporting 
products using these firm specific advantages as an input, or adjustment subsidiaries abroad. 

Considerable research efforts have been made to test the importance of firm specific versus industry structure 
factors in relation to performance variation (e.g. Hawawini et al., 2003; Roquebert et al., 1996). Generally, the 
effects of firm factors on performance variability have been shown to be more important than industry effects. 

Building upon previous research, the present study investigates the firm specific factor versus industry structure. 
However, a decidedly different approach is taken. First, the vast majority of foreign firms in Japan come from 
the United States and Europe. Second, there are very few researches that used the asset growth for performance 
appraisals. Third, we build hypotheses to test key aspects of the firm’s factor theories in the stream. Fourth, 
parent’s firm factors and subsidiary factors are operationalized and measured to determine their effects on the 
asset growth ratio. Lastly, manufacturing versus services firms are compared, which, surprisingly, has rarely 
been done. 
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Asset performance means that a company can either earn a higher return using the same amount of assets or 
is efficient enough to create the same amount of return using fewer assets. 

Hymer (1976) proposed that firms exist because they possess unique assets in terms of products, processes, and 
skills. Examples of unique firm-specific assets and intangible wealth include established brand names, the firm's 
reputation, favored access to suppliers and skilled manpower, and superior products and processes. These 
resources, when employed in a host country during overseas entry, serve to reduce rivalry, as they are 
imperfectly imitable. The poor imitability of these unique assets enables a firm to gain competitive advantage or 
market power over its rivals. Hence, the foreign entrant can be viewed as a special case of the multi-plant firm 
operating in different countries due to market imperfections (Horaguchi and Toyne, 1990). Such firms integrate 
industries by owning assets or controlling activities across countries as a result of structural market imperfections 
and transaction cost advantages 

Nevertheless, foreign firms are likely to be at a disadvantage in terms of understanding the local environment 
and culture. The international business literature is full of examples of foreign entrants stumbling and failing due 
to lack of managerial skills or knowledge of local contacts, regulatory issues, political nuances, customer 
idiosyncrasies, and other issues usually unknown to new foreign entrants. These disadvantages are commonly 
referred to as liabilities of foreignness. 

This empirical study explores first the relationship between type of industry and firm’s factors including 
ownership, experience, import and export ratio and MNCs’ factors. Second, we examined the impact of country 
of origin, foreign ownership and parent’s and subsidiary‘s factors on the asset growth ratio (AGR). 

The rest of the paper is structured as follows. We begin with a review of the literature, and then develop five 
testable hypotheses relevant to the industry structure and asset growth. Next, we describe the data and estimation 
methodology, and report the empirical results. We conclude with a discussion of the results. 

2. Theoretical background and hypotheses 

Firms seeking to establish a presence in the region also faced the decision of how much equity to commit. 
Empirical studies using cross-country data show that locational and modes of entry choices of MNEs are 
significantly influenced by host country characteristics. For example, Altomonte (2000) and Bevan and Estrin 
(2004) use project-specific investment data primarily from European firms, as well as some Asian and US MNEs, 
to analyze the determinants of foreign direct investment to the region. In addition to factors such as country risk 
and market size, Tihanyi, Griffith, and Russell (2005) highlight gravity factors and cultural distance as important 
components of investment decision. For US firms, advantages such as geographical and cultural proximity are 
less apparent than for their European counterparts. Yet analyses of market response to early investment 
announcements by US firms (e.g., Lang, Ofek & Stulz, 1995) find that, on average, shareholders of US firms 
experience positive excess returns when they announce expansion plans in transition economies. (Paul and 
Wooster, 2008) 

Eclectic theory suggests that in developed countries, wholly owned subsidiaries have the highest long-term 
potential (Dunning, J.H., 1988). Erramilli et al. (1997) found that even the firm-specific advantages of Korean 
MNEs were dependent on host country location. Therefore, the influence of host country characteristics on entry 
mode, of which industry structure is an underlying element, is well established. 

Previous research suggests that a firm's capacity to earn profits is highly correlated to the attractiveness and 
profitability of the industry in which the firm operates (Schmalensee, 1989). Hence, when entering an overseas 
market, a foreign firm will attempt to choose an entry mode that would help overcome industry barriers that 
might prevent it from succeeding in that overseas market. Therefore, other conditions remaining equal, one 
would predict that industry characteristics of the host country would play a role in determining a firm's choice of 
entry mode (Elango & Sambharya, 2004). 

2.1. Industry and firms factors 

An important benefit of wholly owned is that a foreign firm can be in control of an established firm, thereby 
overcoming industry structural barriers in the host country and the liabilities of foreignness rather quickly. Also 
wholly owned does not create new industry capacity, as do greenfield investments, and therefore does not 
increase industry supply. Wholly owned subsidiaries by the foreign firm result in ownership by a single firm. An 
international joint venture is a partnership wherein the venture (business) is jointly owned by two or more firms. 
It involves two or more firms investing in or sharing resources, thereby allowing for some degree of flexibility in 
the sourcing and deployment of resources to overcome industry barriers and minimizing the risks of liabilities of 
foreignness. While it is hard to accurately predict the influence of a joint venture on industry supply, joint 
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ventures allow for risk pooling, thereby enabling the entrant to more effectively face industry structural barriers 
and risks due to liabilities of foreignness. 

Previous research suggests that a firm's capacity to earn profits is highly correlated to the attractiveness and 
profitability of the industry in which the firm operates (Elango & Sambharya, 2004). Another notable study was 
by Caves and Mehra (1986), who looked at 138 entry decisions of foreign firms and considering many industry 
variables along with firm level variables. The two modes they looked at were mergers and greenfield entrants 
while controlling for joint ventures. They concluded by claiming that the type of goods produced (durable vs. 
nondurable), firm size, product diversity, and the extent of multi-nationality were likely predictors of acquisition 
as preferred entry mode, depending on the industry structure. 

H1.Multinational companies in manufacturing industry are more likely to enter a host market through wholly 
owned subsidiaries. 

Companies in different industries face different competitive challenges, causing them to use different approaches 
to international venturing. When the MNC is diversifying through a FDI, uncertainty and information costs may 
be higher, so that less control ownership modes should be preferred. Foreign investors are also more likely to 
enter a foreign market through joint ventures or strategic alliances if they are diversifying into a different 
industry, as they need tacit industry-specific knowledge, which is subject to relevant transaction costs and it also 
costly to acquire on the market (Mutinelli & Piscitello, 1998) 

Hence, when entering an overseas market, a foreign firm will attempt to choose an equity ownership that would 
help overcome industry barriers that might prevent it from succeeding in that overseas market. Therefore, other 
conditions remaining equal, one would predict that industry characteristics of the host country would play a role 
in determining a firm's choice of entry mode.(Elango & Sambharya, 2004) 

H2a. Foreign companies in manufacturing industry are more likely to have a greater number of foreign 
employees than services industry. 

A common barrier to entry in manufacturing industries is scale economies. Scale economies refer to the need to 
build a plant at a particular size to produce goods at a reasonable cost. Stated differently, this concept refers to 
the change in operational costs associated with the change in size of the firm. According to Porter (1980), scale 
economies arise due to the ability of the firm to perform value activities efficiently at a larger volume. Scale 
economies result from less than proportional increases in costs or increased efficiencies in operation associated 
with particular levels of production volume.  

Multinational companies need to use their technical employees or expert managers in order to build a 
manufacturing subsidiary in a host country. Manufacturing firms in subsidiary level are encouraged to hire a 
number of parent company’s employees in order to technology transfer and employee training. MNCs build a 
manufacturing firm and invest in a host market to producing high demanded products in host market or goods 
with lower production costs. 

When plants are built to scale, the production costs of goods are lowest when operated at capacity (Harrigan, 
1981 and Scherer, 1980). Industries characterized by a manufacturing structure have significant barriers to entry, 
as entrants are forced to make significant investments to enter the industry at a particular size. Second, new 
entrants could face a strong competitive reaction from existing incumbents due to these firms' sunk costs. Third, 
the creation of new capacity in such industries would hurt all firms, including the entrant. In manufacturing 
industries, entrance through wholly owned or joint ventures can significantly minimize risk. Therefore, the 
presence of manufacturing industry requires large investments to be made by the foreign firm, encouraging firms 
to enter foreign markets through joint ventures or wholly owned subsidiary. 

To the best of our knowledge, no study on ownership and foreign investment has incorporated this important 
explanatory variable. 

H2b. Foreign companies in manufacturing industry are more likely to have greater ratio of import. 

Elango & Sambharya (2004) argue that in industries characterized by import intensity, firms are likely to prefer 
wholly owned ownership as an entry strategy. 

The influence of import on industry profitability and firm behavior is well known in the literature (e.g., Cubbin 
and Geroski, 1987 and Turner, 1980). Though this variable has not been specifically tested in the entry mode 
literature, other studies on this topic (e.g., Caves and Mehra, 1986; Porter, 1987) have incorporated import 
market share in other variables (such as industry concentration) in entry mode models (Note 1). As this study 
focuses on type of industry, we decided to test the relationship between the import ratio and industry 
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characteristics. In industries with high levels of import, foreign entrants are likely to use greenfield operations as 
a favored mode of entry over wholly owned or joint ventures. This will happen because foreign entrants might be 
more confident in succeeding by setting up operations on their own, considering the fact that they or other 
foreign firms have had some degree of success selling their products in the host nation (Elango & Sambharya, 
2004) 

2.2. Asset growth 

Asset is a business's ability to take productive resources and manage them within its operations to produce 
subsequent returns. Asset performance is typically used to compare one company's performance over time or 
against its competition. Possessing strong asset performance is one of the criteria for determining whether a 
company is considered a good investment. 

Analysts use metrics like the cash conversion cycle, the return on assets ratio and the fixed asset turnover ratio to 
compare and assess a company's annual asset performance (asset growth). Typically, an improvement in asset 
performance means that a company can either earn a higher return using the same amount of assets or is efficient 
enough to create the same amount of return using fewer assets. 

Hennart and Reddy (1997) reported that joint ventures would be preferred by firms in instances where 
non-desirable assets are linked with desirable assets, when the Japanese firm has previous experience, when 
there is good product compatibility, and where there is a growing market. Although these studies found support 
for the notion that industry structure influences the equity ownership choice of firms, they only used two 
variables or less to capture that effect. 

The ownership advantage explains a firm's resource commitment and refers to assets power that a firm must 
possess to compete successfully with host country firms in their own markets, which can be tangible and 
intangible such as firm size, multinational experience, proprietary products or technologies, specialized 
know-how, and skills by its ability to innovate or to develop differentiated products, (Dunning, 1995 and Nitsch 
et al., 1996). The size of parent's firm reflects its capability for absorption of the high costs of marketing, for 
enforcing patents and contracts, and for achieving economies of scale in foreign markets. Empirical evidence 
indicates that the impact of firm size on FDI is positive (Cho, 1986 and Kimura, 1989). Another form of asset 
power, a firm's level of multinational experience, has also been shown to influence entry choices (Agarwal and 
Ramaswami, 1992) and performance (Siripaisalpipat and Hoshino, 2000). As a firm expands its operations 
overseas, it learns more about how to cope with different environment in terms of economic, political, and legal 
systems as well as the cultural distances. This ownership advantage generated corporate performance (Delios and 
Beamish, 1999 and Gomes and Ramaswamy, 1999), and consequently reflected on subsidiaries performance. 
Finally, intangible assets are necessary to compete efficiently in a certain business line or a given industry 
(Siripaisalpipat and Hoshino, 2000). A firm will enjoy competitive advantages over its rival if it owns a 
proprietary product, specialized technology or knowledge, specific know-how, and management capabilities 
(Kimura and Pugel, 1995). 

H3. The greater the ratio of sales growth in MNCs, the greater ratio of asset growth will increase. 

The above hypothesis, in the other words, assumes that the MNCs’ sales growth ratio has significantly impact on 
the ratio of asset growth. 

One of the measurements for performance appraisal is the rate of sales growth. We assume that the ratio of asset 
growth is related to its sales growth rate. In other word, the increase of   sales growth has effect on the ratio of 
asset growth.  

The poor imitability of these unique assets enables a firm to gain competitive advantage or market power over its 
rivals. Hence, the foreign entrant can be viewed as a special case of the multi-plant firm operating in different 
countries due to market imperfections (Horaguchi and Toyne, 1990). Such firms integrate industries by owning 
assets or controlling activities across countries as a result of structural market imperfections and transaction cost 
advantages. 

Nevertheless, foreign firms are likely to be at a disadvantage in terms of understanding the local environment 
and culture. The international business literature is full of examples of foreign entrants stumbling and failing due 
to lack of managerial skills or knowledge of local contacts, regulatory issues, political nuances, customer 
idiosyncrasies, and other issues usually unknown to new foreign entrants. These disadvantages are commonly 
referred to as liabilities of foreignness. 

H4. Foreign companies with more experience in host country are more likely to have greater ratio of asset 
growth. 
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Experience in the host country may interact differentially in terms of performance (Delios & Beamish, 2004; 
Uhlenbruck, 2004, Rasouli et al., 2008). Brouthers et al. (2000) found a negative relationship between 
experience and performance, while Luo and Peng (1999) argued that experience leads country specific 
knowledge to overcome the liability of foreignness; as a result the firm's performance improves. Given that firms 
with longer experience are considered to enjoy greater experiential and tacit knowledge age is considered to 
provide a positive relationship with exports and capabilities. 

Entry in foreign markets and the related uncertainty are also crucial for international neophytes which lack 
experience in managing foreign operations. The lack of international experience may cause the novice investor 
setting up a wholly owned subsidiary to take inappropriate decisions on matters such as the choice between 
producing certain inputs locally or importing them from the parent company, the location of plants in the foreign 
country, production levels, adaptation of products and services to local market requirements, management of 
relations with workforce, suppliers, customers, banks, local authorities (Mutinelli & Piscitello, 1998). The firms 
acquire increasing capabilities and knowledge about how to manage foreign operations and to correctly assess 
the risks and the expected economic returns of foreign investment. This is particularly true when the parent 
company already manages other subsidiaries in that country or if it has entered before other countries which are 
culturally similar to the country being entered. 

H5. Country of origin is significantly associated with the asset growth ratio. 

It is worth mentioning the role of differences in the geographical spread of FDI. Ceteris paribus, high physical 
and psychical or socio-cultural distance between the parent’s home country and the target country engenders 
high information needs because of the uncertainty perceived by executives and the problems in transferring 
values, management techniques and operating methods from the home to the host country (Mutinelli & Piscitello, 
1998). 

Eicher and Kang (2005) present a theoretical model of the multinational firm’s optimal entry mode. They show 
that the choice between FDI, acquisition, or exports depends on host country characteristics such as market size, 
FDI fixed costs, tariff levels, and transportation costs. The authors argue that expansion through a sales presence 
is more likely when firms invest in smaller markets, but as tariffs and transportation costs rise, acquisitions and 
Greenfield investments (such as new plants and wholly owned subsidiaries) become more likely.  

Erramilli et al. (1997) found that even the firm-specific advantages of Korean MNEs were dependent on host 
country location. Therefore, the influence of host country characteristics on entry mode, of which industry 
structure is an underlying element, is well established. 

3. Research design and methodology 

The empirical study examines the relationship between the type of industry entered by MNCs to a host country 
and type of ownership, import ratio, firm’s size and the number of foreign employees. Also we examine the 
effect of experience in host country, foreign ownership and country of origin on the asset growth ratio (AGR). 

3.1. Sample and data collection 

The study focused on a broad set of foreign firms in Japan in the both the manufacturing and service industries. 
Manufacturing firms operated in industries such as food and beverages, textiles, wood and paper products, 
chemicals, printing and publishing, metal products, and machinery. Services firms operated in industries such as 
construction, wholesale trade, retail trade, transport and storage, and business services. 

The primary data source for this study was derived from the Toyo Keizai Inc. Foreign Affiliated Companies in 
Japan: A Comprehensive Directory (GaishikeiKigyo), which compiles information on the foreign subsidiaries in 
Japan that have been established by foreign companies across the world. The database includes subsidiaries in 
manufacturing and service industries. However, it includes a sample of 2500 foreign subsidiaries established by 
MNCs from fifty two countries which covering the period till 2006. A summary of data distribution presented in 
Table 1 based on year of entry, equity ownership and country of origin. From the initial sample of foreign 
companies in Japan, because of missing data for some variables, the final sample size for the research analysis 
was reduced to 293 cases for the analysis of asset growth ratio and type of industry. 

Insert Table 1 Here 

As shown in Table 1, in the years between 1903 and 1970 the percentage of wholly-owned subsidiaries is 43% 
while the international joint venture is 57%. For the period of 1991 to 2000 and the last period (2001-2006), the 
percentage of wholly owned subsidiary, respectively with 67% and 61%, showed the multinational companies 
were interested in keeping a larger equity ownership of subsidiaries in Japanese market. It seems, MNCs were 
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interested in enter as a wholly owned firm, based on the sample distribution. As the Table 1 shows, 85% of 
foreign companies in Japan come from North America (United State and Canada) and Europe with 45% (1580) 
and 40% (1412) respectively. Therefore, recently, multinational companies are more interested in holding the 
majority of equity of their subsidiaries in Japan as a developed country. 

Insert Figure 1 and Table 2 Here 

Figure 1 shows the trends of equity ownership in five periods of foreign investment in Japan till 2006 by 
multinational companies. As shown in Figure 1, the number of international joint venture companies have slump 
during recent periods. However, the majority of foreign companies are wholly owned subsidiaries. The wholly 
owned firms have dramatically increased from 1980s. 

As the Table 2 shows, we find that the machinery industry (10.1%), Electronic & electrical equipment (9.5%), 
software (7.5%), Chemistry (7.4%) and the other manufacturing industry (9.7) have the higher percentage of 
foreign investment in Japan. 

3.2. Description and measurement of variables 

3.2.1. Dependent variables 
Zahra (1991) indicates that companies in different industries face different competitive challenges, causing them 
to use different approaches to international venturing. The payoff from international venturing might vary also 
by industry type. 

For this study we used two dependent variables. First, the type of industry which is dummy variable coding a 
value of 1 for manufacturing firms and 0 for the services firms. The second dependent variable is asset growth 
ratio was measured by the ratio of average increase in firm’s total asset of five years leading to 2006.  

3.2.2. Independent variables 
In this study we measured the independent variables as follows: 

The first variable is the experience in host country. As in Makino and Delios (1996) and Delios and Beamish 
(2001), we use the parent company’s experience in the host country which is computed as the total number of 
firm-years of experience in the host country for one foreign investment. 

Type of ownership: in this study, we divided the ownership in two categories and used a dummy variable; a 
subsidiary is considered to be wholly owned and coded 1 if has 100 percent ownership and otherwise coded 0 as 
an international joint venture. 

The existence of foreign manager is a dummy variable that takes a value of 1 if the subsidiary’s manager is 
Japanese and 0 otherwise. Foreign employee was measured by the number of non Japanese employees in 
subsidiary. The subsidiary’s intensity of foreign employment is the ratio of foreign employees to total number of 
employees for each subsidiary. New graduate is the number of new graduate employees in a foreign company. 

The variable for the country of origin categorized in four regional categories including United State and Canada, 
Europe, Asia and others based on our data distribution and countries location. It was measured by using a 
dummy variable for each category which takes the value from 1 if the nationality of foreign company is in the 
category and otherwise 0. 

Several measures have been used by researcher to proxy for firm size, e.g., total assets (Yu and Ito, 1988), equity 
(Cho, 1985), exportation sales and total sales (Kimura, 1989; Agarwal and Ramaswami, 1992) expenditure in 
R&D (Makino and Delios, 1996) and number of employees (Demirbag et al., 2007, Rasouli and Hoshino, 2007). 
However, a previous test on the current sample shows that these variables have a high degree of correlation. 
Because of that, the amount of total assets, sales and parent’s employee, were chosen as the indicators of firm 
size. 

We employed parent’s sales growth ratio which is the average of five years growth rate of parent company’s 
total sales. Import ratio and export ratio variables are determined by the ratio of the amount of import and export 
from affiliated company. 

3.2.3. Control variables 
To segregate the effect of firms specific factor on AGR, we incorporated five control variables into the 
regression model: three at the subsidiary level and two at the parent firm level. At the subsidiary level, we 
incorporated capital, gross sales, and the number of employees based on a review of firm variables studied in the 
foreign investment literature (e.g., Harzing, 2002; Kwon and Konopa, 1992). At the parent’s firm level, we 
incorporated parent’s employee and parent’s gross sales as control variables based on past research (Hennart and 
Larimo, 1997). Needless to say, these five variables represent important firm specific advantages and would play 
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a part in influencing foreign firms' factors towards a greater asset growth. Therefore, they need to be controlled 
in hypothesis testing. 

In light of the controversy involving the defining criterion for different sizes, all control variables in this study 
can be used as the proxies for the firm’s size. 

The rationale for the inclusion of firm size is that larger firms are likely to have greater resources and ability to 
absorb higher risk compared to smaller firms, thereby influencing asset performance differentially. 

Since the distribution of monetary values usually do not follow the normal distribution curve, the use of natural 
logarithm of the quantity is applied for firm’s gross sales and total assets, parent and subsidiary’s employees and 
capital; to smooth the values and to bring them closer to the normal distribution as well as to avoid spurious 
effect. 

Insert Table 3 Here 

Table 3 shows the name of independent variables used in this study and we have explained shortly about each 
variable’s definition. 

4. Empirical analysis and discussion 

As a preliminary step, Table 4 shows a descriptive statistics of variables and the correlations of all the variables 
in the regression models are reported in Table 5. the results of Collinearity statistics are shown in Table 6 which 
there is no support of existence of multicolinearity in the variables of this study. 

Insert Table 4, Table 5 and Table 6 Here 

We used a binary logistic regression for the type of industry’s analysis. Binomial (or binary) logistic regression 
is a form of regression which is used when the dependent is a dichotomy and the independents are of any type. 
Continuous variables are not used as dependents in logistic regression. Logistic regression can be used to predict 
a dependent variable on the basis of continuous and/or categorical independents and to determine the percent of 
variance in the dependent variable explained by the independents; to rank the relative importance of 
independents; to assess interaction effects; and to understand the impact of covariate control variables. The 
impact of predictor variables is usually explained in terms of odds ratios. 

Based on Omnibus test result for our binary logistic regression, the model is significant in one percent. Omnibus 
tests of model coefficients reports significance levels by the traditional chi-square method and is an alternative to 
the Hosmer-Lemeshow test. It tests if the model with the predictors is significantly different from the model with 
only the intercept. The omnibus test may be interpreted as a test of the capability of all predictors in the model 
jointly to predict the response (dependent) variable. 

Insert Table 7 Here 

As Table 7 presents, the experience in host market (EXPRNC) has a positive significant (p<0.05) with type of 
industry. The type of ownership (WOS_IJV) and new graduate (N_GRAD) are negatively associated with type 
of industry (p<0.05 and p<0.01 respectively). It is contrary to our expectation based on hypothesis H1. Therefore, 
MNCs are interested in holding an international joint venture when the subsidiary is in a manufacturing industry. 
In the other words, multinational companies in service industry are more likely to enter a host market through 
wholly owned subsidiary.  

As shown in Table 7, the number of foreign employee has a positive significant relationship with type of 
industry. This supported our hypothesis H2a and implies that foreign companies in manufacturing industry are 
more likely to have a greater number of foreign employees than services industry. However, the results show a 
positive significant relation between foreign manager (F_MNGR) and parent company’s gross sales (P_SALS) 
with type of industry. In the other words, firms in manufacturing industry are more likely to have a foreign 
manager and greater gross sales. 

Our result analysis showed that parent company’s total asset (P_ASSET) is negatively associated (p<0.01) with 
type of industry. It implies that foreign companies in service industry are more likely to have greater amount of 
total asset in compare with manufacturing industry. 

Larger companies usually have the slack resources for international venturing. Size also gives these firms the 
market power to preempt competitors' entry and reap higher than normal rates of performance. Conversely, some 
larger organizations are bureaucratic and therefore slow to adapt to change through international venturing 
activities (Block and MacMillan, 1993 and Hastings, 1999). 

Insert Table 8 Here 
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To test the hypotheses related to asset growth ratio, we ran a multiple linear regression analysis which is shown 
in Table 8. The analyses tested three models. First, in Model 1, all independent variables and one part of country 
of origin (US & Canada) were regressed on the study’s control variables. Second, in Model 2, we added country 
of origin’s variables and excluded the parent company’s factor in the regression model. Third, in Model 3, parent 
company’s factors were added to the variables already in Model 2. However, we regressed all variables which 
can effect on AGR based on our hypotheses. 

As the results illustrated on Table 7, the sales growth ratio in all three models has a significant effect (p<0.05) on 
asset growth ratio on five percent significant level. However, the ratio of parent’s sales growth is positively 
associated with AGR. These support our hypothesis H3 in this study which implies that firms with the greater 
ratio of sales growth are more likely to have a greater ratio of asset growth. As Model 3 shows, the experience in 
host market is significantly associated with AGR. Therefore, it supported the hypothesis H4. In the other words, 
foreign companies with the more experience in host market (older subsidiaries) are more likely to have greater 
ratio of asset growth. As we expected, variables related to country of origin (US & Canada, Europe) are 
significantly associated with AGR. It implies that the nationality of foreign companies has a significant effect on 
their asset growth rate and this support our hypothesis H5 in this empirical study. Also the new graduate has a 
positive significant relationship with AGR on one percent significant level. 

The regression result Model 3 shows that foreign ownership ratio is significantly associated with the ratio of 
asset growth. However, the firms with the greater ratio of foreign ownership are more likely to have a greater 
AGR. The ratio of export has a negative significant with the AGR on 1 percent significant level. Therefore, firms 
with the lesser export rates have the greater asset growth rates. 

Based on the result of multiple linear regression analysis to examine the impact of type of industry,experiences, 
foreign ownership ratio, country of origin, import ratio, export ratio, new graduate, sales growth ratio, sales 
growth ratio, foreign employees, parent's sales growth ratio, on likelihood of the ratio of asset growth, the 
following model can be explained: 

Asset Growth Ratio = f (experience, foreign ownership ratio, country of origin, export ratio, new graduate, sales 
growth ratio, foreign employees, parent's sales growth ratio) 

The model can be expressed as: 
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Where, AGR is the asset growth ratio, β1EXPRNC is the experience in host market, β2FOWNR is foreign 
ownership ratio, β3COUNTRY is country of origin, β4EXPORT is the ratio of export, β5NGRAD is the new 
graduate, β6FEMPLY is foreign employeesβ7SGR is sales growth ratio andβ8PSGR is parent’s sales growth ratio 
andβi is the coefficient of the independent variables. The β0 refers to the constant and finallyεis the disturbance 
term. 

As the results of Table 8 shown, the all three models were significant to one percent level. International 
venturing enhances a firm's ability to exploit its existing capabilities and resources while exploring new growth 
options. Exploitation centers on using the firm's existing knowledge, capabilities and resources in current and 
new foreign markets (Audia et al., 2000). However, excessive focus on the exploitation of existing capabilities 
can lead to organizational myopia and stagnation. International venturing reduces this risk by promoting 
exploration activities. Foreign owned companies and international alliances allow the firm to identify emerging 
technological, marketing, and competitive trends in foreign markets. This can stimulate innovation and enhance 
the variety of the firm's strategic options. 

5. Conclusion and limitations 

Our results show a positive relationship between import ratio and type of industry. However, manufacturing 
firms have higher import in compare with firms in service industries. Contrary to our expectations, the type of 
ownership is negatively associated with type of industry. In the other words, multinational companies in service 
industry are more likely to enter a host market through wholly owned subsidiary. The results of industry 
structure analysis showed that foreign companies in manufacturing industry are more likely to have a greater 
number of foreign employees than services industry.  

The Resource-based Theory emphasizes factors internal to the firm. It is argued that acquisition and retention of 
resources that are rare, non-substitutable and, in combination, difficult to imitate are a source of economic rent 
and accounts for the heterogeneity of firms in any industry (Reed and DeFillipi 1990; Mahoney and Pandian 
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1992; Oliver 1997).  

According to this view, a company's competitive advantage derives from its ability to assemble and exploit an 
appropriate combination of resources. Sustainable competitive advantage is achieved by continuously 
developing existing resources and creating new ones and capabilities in response to rapidly changing market 
conditions. According to resource-based theorists like Grant (1991) and Peteraf (1993), firms can achieve 
sustainable competitive advantage from resources like strategic plans, management skills, tacit knowledge, 
capital, employment of skilled personnel among others. The assets and resources owned by companies may 
explain the differences in performance. Resources may be tangible or intangible and are harnessed into strengths 
and weaknesses by companies and in so doing lead to competitive advantage. 

We found that the total asset of parent company has negatively associated with type of industry. In the other 
words, firms in service industries are more likely to have greater total asset than manufacturing industry. Our 
findings indicate that experience in host market; foreign ownership and new graduate have a positive and 
significant impact on AGR. Based on our results, country of origin of foreign companies has a significant effect 
on the ratio of asset growth. Our findings suggest that foreign companies from North America including US and 
Canada outperform subsidiaries from Europe and Asia. In the other words, North American’s multinational 
companies have greater performance and the ratio of assets growth in Japan. It implies that country of origin 
matters for assets growth and MNCs have different strategy to invest and asset management and consequently, 
they have different asset performance. However, foreign companies from United States have greater AGR versus 
European subsidiaries in Japan.  

Cultural distance is the difference in the values and beliefs shared between investing country and host country. 
Large cultural distances lead to high transaction costs for multinationals investing overseas (Chen and Hu, 2002) 
and may limit the effectiveness of behavioral based control mechanisms that rely upon trust, value congruence, 
and respect (Woodcock et al., 1994) 

Therefore, foreign companies with greater ratio of foreign ownership and higher experience in host market and 
greater sales growth rate and lower ratio of export are more likely to have greater ratio of asset growth (Note 2). 

This study has several limitations, related to its validity and scope. First, the scope of our conclusions is limited 
to the context of foreign companies in Japan. The second limitation is related to the database used in this study 
which has limited data about firm assets. Therefore, our study covered 293 firms out of 3500 foreign companies 
for analysis of asset growth ratio. Third, we employed limited number of variables based on our data bases in 
order to analyze of AGR. Therefore, there are more variables which could affect the results of asset growth ratio. 
Future studies that use moreindependent variables to measure the asset performance can add to this study in 
order to improve the validity of related findings. 
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Notes 

Note 1. The empirical evidence of short and medium-term impact of foreign investment on exports is mixed. For 
example, in the case of certain newly industrialized Asian markets such as Chinese Taipei, Singapore, Hong 
Kong and Malaysia, the consensus seems to be that MNCs have played an important role in exports growth (e.g. 
Kumar, 1996). Moreover, studies of the determinants of FDI location in developing countries indicate that main 
driving factor is the ease with which enterprises located in the host market can participate in international trade 
(Sing and Jun, 1995, and Kokko et al., 2001). However, broader-based empirical studies generally yield mixed 
results regarding the role of MNCs in expanding the exports of developing countries (Dunning, 1993 and Sharma, 
2000). 

Note 2. The direct impact of foreign investment on import falls into two parts, namely an immediate effect 
emanating from the actual investment and the effects on the import pattern of the targeted enterprises. The 
former channel is generally limited to the imports of initial inputs of imported machinery and equipment, or of 
where FDI is large compared with the size of host market; it may include the knock-on effect on aggregate 
imports from rising total domestic demand. The second channel, which essentially depends on the investor’s 
choice between imported and local inputs, has been studied extensively. 
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Table 1. Data distribution based on year of entry 

Equity Ownership  Country of Origin 

Period No. WOS IJV  North America Europe Asia Others 

1903  - 1970 476 207 269  217 205 35 19 

14% 43% 57%  46% 43% 7% 4% 

1971 - 1980 471 263 208  207 201 43 20 

13% 56% 44%  44% 43% 9% 4% 

1981 - 1990 887 527 360  403 371 86 27 

25% 59% 41%  45% 42% 10% 3% 

1991 - 2000 1002 673 329  460 393 113 36 

29% 67% 33%  46% 39% 11% 4% 

2001 - 2006 664 402 262  293 242 95 34 

19% 61% 39%  44% 36% 14% 5% 

Total 3500 2072 1428  1580 1412 372 136 

100% 59% 41%  45% 40% 11% 4% 

 
Table 2. Data distribution based on type of industry 

Type of Industry Number Percentage 

Agriculture  2 0.1% 
Automobile 137 3.9% 
Bank 128 3.7% 
Chemistry 259 7.4% 
Construction 17 0.5% 
Consulting 155 4.4% 
Electronic & electrical equipment 331 9.5% 
Finance, insurance & real state 179 5.1% 
Food products 128 3.7% 
Information service 171 4.9% 
Machinery 355 10.1% 
Medical equipment & supply 151 4.3% 
Other manufacturing 340 9.7% 
Petroleum 23 0.7% 
Primary & fabricated metals 104 3.0% 
Publication 29 0.8% 
Retail industry 99 2.8% 
Services  252 7.2% 
Software 264 7.5% 
Steel 6 0.2% 
Transportation 150 4.3% 
Wholesale trade 220 6.3% 

Total 3500 100.0% 

 
Table 3. Data variables and definition 

 

Sign Variable name Variable definition 

EXPRNC Experience in host market The number of firm-years of experience in the host country 
WOS_IJV Type of ownership Wholly owned subsidiary (1) and International joint venture (0) 
IMPORT Import ratio The ratio of import in a foreign company 
EXPORT Export ratio The ratio of export in a foreign company 
F_EMPLY Foreign employee The number of foreign employees working in a subsidiary 
N_GRAD New graduate The number of new graduates in a subsidiary 
EMPLYE Employee The number of employee in a subsidiary 
P_EMPLY Parent’s employees The number of employee in parent company 
F_MNGR Foreign manager Manager nationality of subsidiary (Japanese 1 and otherwise 0) 
P_SALS Parent’s sales Gross sales of parent company 
P_ASSET Parent’s asset Total assets of parent company 
CAPTL Capital The amount of capital of subsidiary 
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Table 4. Descriptive Statistics 
Variables N Min. Max. Mean Std. Deviation

Experiences in host market 293 1.6 97.9 30.027  17.182 
Type of Industry 293 0 1 0.642  0.480 
Capital 293 10 385000 7958.809  31026.799 
Type of Ownership 293 0 1 0.471  0.500 
Europe 293 0 1 0.403  0.491 
Asia 293 0 1 0.089  0.285 
Others 293 0 1 0.058  0.234 
Import ratio 293 0 100 43.157  40.307 
Export ratio 293 0 100 5.621  14.634 
Employees 293 0 14413 580.259  1318.200 
New graduate 293 0 380 10.014  34.852 
Foreign Manager 293 0 1 0.768  0.423 
Asset Growth Ratio 293 -0.64 0.87 0.123  0.181 
Parent's Sales 293 22 370998 33702.321  75563.101 
Parent's Sales Growth 293 -0.91 32.34 0.233  1.903 
Parent's Employees  293 50 506000 63204.519  97729.944 
Foreign Employees 293 0 102 2.645  8.242 

 
Table 5. Pearson Correlations 

1 2 3 4 5 6 7 8 9

1 Type of industry 1.00 
2 Experience 0.23 1.00 
3 Capital -0.23 -0.05 1.00 
4 Type of ownership -0.01 -0.03 -0.02 1.00 
5 Europe 0.03 0.10 0.09 0.12 1.00 
6 Asia -0.02 0.00 -0.02 0.07 0.14 1.00 
7 Others 0.00 0.00 0.00 0.06 0.27 0.74 1.00  
8 Import ratio 0.29 -0.04 -0.15 0.33 -0.04 0.00 -0.01  1.00  
9 Export ratio 0.24 0.10 -0.06 0.01 -0.09 0.00 -0.01  -0.18  1.00 

10 Employees -0.08 0.25 0.18 -0.12 -0.05 -0.06 -0.03  -0.22  -0.01 
11 Foreign Employees -0.09 -0.02 0.06 -0.10 0.06 0.02 0.00  -0.11  0.03 
12 New graduate -0.16 0.10 0.18 -0.17 -0.04 0.06 0.10  -0.24  -0.06 
13 Foreign Manager 0.09 0.15 -0.12 -0.11 -0.08 0.00 0.07  -0.19  0.12 
14 Parent's Employees -0.24 0.10 0.12 0.07 -0.07 -0.12 -0.08  -0.13  -0.11 
15 Asset growth ratio 0.03 -0.03 -0.03 0.01 -0.21 0.01 0.02  -0.05  -0.07 
16 Sales growth ratio -0.01 -0.05 0.00 0.00 -0.21 -0.02 0.01  -0.01  -0.07 
17 Parent's Sales -0.05 0.08 0.06 0.09 0.19 -0.01 0.01  -0.21  -0.12 
18 Parent's sales growth 0.05 -0.01 -0.01 -0.06 -0.07 -0.02 -0.02  0.06  0.10 

N 293 293 293 293 293 293 293 293 293

 
Table 5. Pearson Correlations (continue) 

10 11 12 13 14 15 16 17 18 
1 Type of industry 
2 Experience 
3 Capital 
4 Type of ownership 
5 Europe 
6 Asia 
7 Others 
8 Import ratio 
9 Export ratio 

10 Employees 1.00 
11 Foreign Employees 0.34 1.00 
12 New graduate 0.58 0.15 1.00 
13 Foreign Manager 0.10 -0.12 0.11 1.00 
14 Parent's Employees 0.25 0.07 0.17 0.07 1.00 
15 Asset growth ratio 0.08 -0.13 0.16 0.09 0.05 1.00 
16 Sales growth ratio 0.08 0.02 0.19 0.04 0.05 0.91 1.00  
17 Parent's Sales 0.01 -0.01 -0.03 0.02 0.36 0.04 0.01  1.00  
18 Parent's sales growth 0.04 0.10 0.01 0.06 0.13 0.14 0.14  0.09  1.00  

N 293 293 293 293 293 293 293 293 293 
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Table 6. Collinearity Statistics 
Variables Tolerance VIF 

Type of industry 0.709 1.41 
Experience in host market 0.801 1.25 
Foreign ownership ratio 0.860 1.16 
Europe 0.812 1.23 
Asia 0.430 2.33 
Others 0.409 2.44 
Import ratio 0.784 1.28 
Export ratio 0.902 1.11 
New graduate  0.615 1.62 
Sales growth ratio 0.929 1.08 
Foreign employees 0.837 1.19 
Parent's sales growth ratio 0.944 1.06 
Parent's Employees  0.714 1.40 
Parent's Sales 0.759 1.32 
Capital 0.581 1.72 
Employees 0.309 3.23 
Gross sales  0.307 3.25 

 

Table 7. Binary logistic regression for type of industry 

* Significant to 0.1. ** Significant to 0.05. *** Significant to 0.01. 
Notes: 1. Numbers in right sides are Wald Statistics.  
2. The dependent variable is the type of industry which is a dummy variable coded 1 if the firm is in manufacturing industry and coded 0 if it 
is in services industry. F_MNGR, foreign manager; F_EMPLY, foreign employees; N_GRAD, new graduate; P_ASSET, parent’s total assets; 
P_SALS, parent’s total sales; P_EMPLY, the number of parent firm’s employees; EXPRNC, parent’s experience in host country; EMPLYE, 
the number of firm’s employee; SALES, firm total sales; CAPTL, firm’s capital; IMPORT, the ratio of import; EXPORT, the ratio of export; 
WOS_IJV, type of ownership (wholly owned subsidiary and international joint venture). 

 

Variables Type of Industry 

EXPRNC 0.054** (3.957) 
WOS_IJV -1.335** (3.302) 
IMPORT 0.029*** (9.053) 
EXPORT 0.025 (1.147) 
F_EMPLY 0.100** (3.748) 
N_GRAD -0.24*** (6.512) 
EMPLYE 0.382 (1.236) 
P_EMPLY -0.253 (1.528) 
F_MNGR 1.555* (2.523) 
P_SALS 0.946** (3.876) 
P_ASSET -1.068*** (4.769) 
CAPTL 0.099 (0.169) 
Constant 0.273 (0.028) 

Cases 293 
Chi-square 48.544*** 
-2 Log likelihood 74.579 
Cox & Snell R2 0.318 
Nagelkerke R2 0.512 
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Table 8. The multiple linear regression result of asset growth ratio 

* Significant to 0.1. ** Significant to 0.05. *** Significant to 0.01. 
Note: 1. the dependent variable is asset growth ratio for all three models. 
2. The numbers in parentheses are the t values. 

 

 

Figure 1. The ownership of foreign companies in Japan based on period of entry 

 
 

 

 

Independent Variables Model 1 Model 2 Model 3 

(Constant) 1.236** 3.074** -0.833 
Type of industry 0.067 1.032 0.071 1.075 0.050 0.493 
Experience in host market -0.019 -0.290 -0.036 -0.544 0.188** 1.871 
Foreign ownership ratio -0.074 -1.218 -0.067 -1.095 0.172** 1.707 
Europe -0.209*** -3.363 -0.257*** -2.593 
Asia -0.015 -0.169 -0.099 -0.685 
Others 0.080 0.904 0.205* 1.460 
US and Canada 0.192*** 3.243
Import ratio 0.054 0.838 0.023 0.339 -0.132 -1.252 
Export ratio -0.067 -1.166 -0.077 -1.309 -0.293*** -2.970 
New graduate 0.179*** 2.703 0.169*** 2.495 0.182*** 2.711 
Sales growth ratio 0.121** 2.101 0.131** 2.227 0.124** 2.135 
Foreign employees -0.159*** -2.686 -0.144** -2.410 -0.160*** -2.696
Parent's sales growth ratio 0.138** 2.434 0.246*** 2.519 
Control Variables 
Parent's employees -0.062 -0.672 -0.220** -1.776 
Parent's sales 0.175 1.838 -0.116 -1.006 
Capital -0.020 -0.291 0.001 0.019 0.063 0.358 
Employees -0.039 -0.460 0.037 0.448 -0.372 -1.102 
Gross sales  -0.036 -0.448 -0.028 -0.337 0.375 1.069 

R2 0.145 0.118 0.282 
Adjusted R2 0.101 0.073 0.170 
df 14 14 17 
F statistics 3.313*** 2.612*** 2.223*** 
No. of cases 293 293 293 
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