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Abstract

The purpose of this paper is to extend Feenstra and Hanson’s (1999) analysis of the impact of international
outsourcing on wages by considering quality ladders and product cycles theory. Glass and Saggi (2001) found
that international outsourcing induces greater incentives for innovation. Hsu (2011) employed a dynamic general
equilibrium model to illustrate that outsourcing may affect skilled workers who conduct research and
development (R&D) differently from the way it influences skilled workers in manufacturing departments. This
paper employs U.S. manufacturing data and finds that international outsourcing increased the wage of skilled
workers who conducted R&D in both the 1970s and the 1980s. Outsourcing and expenditure on R&D also
increased the relative wages of white-collar workers who are skilled labor but not related to R&D works in the
1980s. The wages of white-collar labor were not increased by international outsourcing in the 1970s.

Keywords: international outsourcing, wage inequality, innovation, two-stage regression
1. Introduction

In the previous two decades, outsourcing and similar subjects have received a great deal of attention from
economists (Note 1). Within-country wage divergence in source (or home) countries has been thought to be one
of the effects on labor markets caused by outsourcing. Theoretically speaking, outsourcing firms substitute
domestic unskilled labor (or labor) with foreign wunskilled labor and push producers toward
skilled-labor-intensive (or capital-intensive) production, which leads to a decrease in the wages of domestic
unskilled labor and increases the wages of skilled labor. Literature such as Slaughter (1995), Feenstra and
Hanson (1997), Jones and Kierzkowski (2001), Egger and Kreickemeier (2008), and Sayek and Sener (2006) has
supported this argument. Empirical literature struggled to find the wage inequality caused by outsourcing until
Feenstra and Hanson (1996; 1999) adopted a new measurement of outsourcing and found that outsourcing could
account for 30.9% of the change of the non-production wage share and 15% of the increase in the relative wages
of non-production workers during the period 1979-1990 in the United States (Note 2).

There is, however, one unexpected result in Feenstra and Hanson (1996): They can only illustrate the effects of
outsourcing on the labor market by employing U.S. data from the 1980s. In the regression results from the 1970s,
the effect of outsourcing on the relative wage share of skilled labor to unskilled labor is insignificant and
negative. Therefore, the conclusion that outsourcing always raises the wage of skilled labor relative to unskilled
labor has an exception. Arndt (1997) argued that even in capital-abundant countries the employment and wages
of labor would rise if labor-intensive industry were outsourced, explaining that outsourcing gives producers an
advantage against foreign rivals in the end-products market, and the gain from trade enhances the employment in
industries that make use of it. Jones (2005) also thought that if the home country has a high proportion of skilled
labor to unskilled labor, outsourcing could decrease the relative wage of skilled labor relative to unskilled labor.
Thus it seems that the unexpected results in Feenstra and Hanson (1996) can be explained theoretically.

Two additional questions still remain. First, outsourcing, which is thought of as a technological improvement,
pushes production toward skilled-labor-intensive production. Thus it should benefit skilled labor the most. Even
though outsourcing did not result in all skilled laborers benefiting from outsourcing, some skilled workers should
still benefit from it.

Glass and Saggi (2001) followed Grossman and Helpman’s (1991) quality ladders and product cycles model in
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discussing the outsourcing effects on wages and innovation activities. In the quality ladders and product cycles
model, a new generation of products starts with innovation, then production. Glass and Saggi (2001) concluded
that “outsourcing lowers the marginal cost of production and thus increases profits, creating greater incentives
for innovation.” Thus, skilled workers who conduct research and development (R&D) should always benefit
from outsourcing. Hsu (2011) employed data from the National Bureau of Economics Research (NBER) and the
National Science Foundation (NSF) to show that from 1970 to 1996 scientists, who were the skilled labor
involved in R&D work, received a different share of the increase in the wage bill from that of the white-collar
workers whose job are not related to R&D.

Based on the facts, Hsu (2011) extended the works of Glass and Saggi (2001) and Sayek and Sener (2006) works
by differentiating scientists who only conduct R&D work from white-collar workers. He argued that an increase
in outsourcing could increase or decrease the wages of white-collar workers in the outsourcing parent country,
depending on whether outsourcing firms are skilled-labor intensive or unskilled-labor intensive; but international
outsourcing always increases the wage of scientists. Thus, the insignificant and negative results for the 1970s in
Feenstra and Hanson (1996) could be a mixed result of a positive effect on scientists and a non-positive effect on
white-collar workers. This paper tests empirically the effects of international outsourcing on laborers who
conduct R&D works (hereafter: R&D workers); and the results support the idea proposed by Hsu (2011).

Second, a follow-on question after splitting R&D workers from skilled labor is what the difference in relative
wages between white-collar workers and blue-collar workers was in the 1970s and 1980s for U.S. manufacturing
industries. Was that difference greater or less than that of the relative wages of non-production and production
workers computed by Feenstra and Hanson (1999)?

In sum, the focus of this study is, first, to empirically test whether outsourcing affects R&D workers differently
from the way it affects skilled labor in manufacturing production, and second, following Feenstra and Hanson’s
(1999) two-stage regressions method, to see what the change in the relative wage of white-collar and blue-collar
workers is in both the 1970s and 1980s after screening R&D workers from other skilled labor.

2. The Model
2.1 Model Structure

The analysis in this paper is based on the model structure of quality ladders and product cycles theory. Most
modeling equations can be found in Hsu (2011) and will not be repeated in this paper, except for the equations of
innovation intensity, manufacturing cost, and labor markets.

The model posits two countries, the North and the South. The North is a developed country and outsources part
of the production to the developing country, the South. Each country has a representative consumer and an
infinite number of firms. All Northern firms can be divided into two industries by their outsourcing preference.
The first type of industry is willing to outsource and the other is not. Firms in the North attempt to develop a
higher-quality product and win the innovation competition to capture the entire market. To conduct R&D, firms
need to hire R&D workers, who exist only in the North. Let w®? be the wage of R&D workers; afD represents
the labor requirement per innovation intensity in type j industry. To undertake an innovation of intensity #; for the
time period dt has a costof w#P4 fD r;dt . The cost of an innovation should be less than or equal to the reward
created by the innovation for a finite intensity of innovation to obtain.

v <wkPatP with equality whenever > 0 and j=1, 2 (1)

where VjN is the market value of an industry-leading Northern firm. After winning the innovation competition,

the firm can start producing its products by hiring white-collar and blue-collar workers.

Let wl and w2 be the wage of white-collar and blue-collar workers in the North. The unit cost of

production is
At = "W )Wt + (" )wl 0 <a' <1 and j=1, 2 ®)

where aj-VW and aj-VB

are the white- and blue-collar workers’ unit labor requirements in type j industry; w"
defined as wh / wy is the ratio of Northern white-collar workers. Note that da }V v / ow" <0 and

da }VB / ow" >0. Since the wages of Southern workers are lower than those of Northern workers, the Northern

firm can choose to outsource proportion o of its labor to the South. Undertaking outsourcing intensity ¢ for a
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time interval df, a Northern firm can successfully transfer labor to an outsourcing firm with exogenous

probability ¢@dt . Let alo " and alo 5 be the unit labor requirement for white- and blue-collar workers’ of an

outsourcing firm in type 1 industry and ¢ and 4® be the white- and blue-collar workers’ unit labor

requirement for Southern firms that receive contracts from outsourcing firms. The unit cost of an outsourcing
firm is

Ac? =(l—0{)la10W(w a)wN +aIOB(wN;a)wf, J+a laSW(wS)wgV +aSB(wS)wg J 3)
where w® = w?/wg and da, W/8a> 0 and aaf)B/aa< 0 (Note 3).
In the Northern labor market, the total labor demand for each type of labor equals the fixed labor supply. Let
LE, L% , LB » denote the fixed labor supply of R&D, white-collar workers, and blue-collar workers; the

labor-market equations are

Zar—LRD,] =12 4)
J
Za?’w(wN)+(l—05)a10W(wN) E=E,j=1,2 4)
L J
Za?}B(WN)+(1—0!)aIOB(WN) E=E,]’=1, 2 6)
L J

where FE is defined as the total expenditure divided by the price of the newest general product. After solving the
model, the innovation intensity of type 1 industry can be shown as 7 = f (0!, o, W’ ) , where w"" is the
equilibrium Northern relationship of the wages of white-collar to those of blue-collar workers; this has an
indirect effect on 7. The outsourcing fraction, « , has directly positive effects on the innovation intensity. The
effects of an increase in @ on the wage of R&D workers is mainly determined by the positive innovation effect
caused by the change of 7. The effect of an increase in « on the relative wage of Northern white-collar
workers depends on whether the outsourcing industry is white-collar intensive or blue-collar intensive (Note 4).

If the outsourcing industry is more white-collar-worker intensive than the non-outsourcing industry, the relative
wage of white-collar workers is increased.

2.2 Empirical Methodology

As discussed above, outsourcing increases the intensive of R&D directly and also raises R&D workers’ wages, and
then outsourcing improves the productivity of and influences the demand for commodities (Note 5), which
makes the relative wage of white-collar to blue-collar workers change. This study tests the effect of outsourcing
on R&D workers’ wages first and then follows the two-stage regression in Feenstra and Hanson (1999) to deal
with the second issue.

2.2.1 R&D Workers’ Wage Regression

The dependent variable in the wage regressions are the change in log R&D workers’ wages. In addition to
outsourcing, this study also includes explanatory variables such as change in log real output and change in log
capital/output ratio and those structural variables in Feenstra and Hanson (1999), which are computer share and
high-tech share (difference) (Note 6). Those explanatory variables are put in the regressions to capture the effect
of output, capital, and high technology on the wages of R&D workers. The wage regressions of R&D workers
can be written as

AWREP = ¢ AK, + e, (7

WR&D

where A is the change in log R&D workers’ wages and AK;, is a vector of the change of explanatory

variables.
2.2.2 Two-Stage Regression

Two-stage regressions are employed in this analysis primarily because outsourcing and other explanatory
variables affect factor prices by influencing the price of the commodity and productivity first. Then the changes
in the commodity’s price and productivity implied by those structural variables influence factors’ prices. The
changes in the price and productivity implied by those structural variables, however, are not measurable, but they
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can be estimated by performing a regression of the commodities’ prices and productivity on the changes of
structural variables. Feenstra and Hanson (1999) argue, however, that the sign of product prices cannot be easily
predicted, since the closed-form solution does not exist. Intuitively speaking, if outsourcing industries produce
goods that are low-skilled labor intensive, outsourcing part of production to developing countries should reduce
its cost on the wage bill and will probably reduce product prices. On the other hand, if outsourcing industries
produce goods that are high-skilled labor intensive, the effect of cost reduction may not suppress the effect of
technological improvement. The price could increase or experience no change (Note 7).

Value-added price here is different from that in Feenstra and Hanson (1999), since R&D expense should be
thought of as a sunk cost that needs to be paid before production. The primary factors in this paper are white-collar
workers, blue-collar workers, and capital. Value-added prices that exclude R&D workers can be obtained by

Aln /R = |aTn BY —0.5(S + S in PYE [f0.5(s1ARP 4+ s)ARP ) ®)
where PJ*®P and P are value-added and output price excluding R&D in industry i =1, ..., N. Si[tuE
denotes the cost-share of intermediate input in industry i =1, ..., N. Piqu denotes intermediate input prices, and
S/47RP" denotes the cost share of the value added, excluding R&D cost.

The new state-of-the-art technology invented by R&D workers can improve the industry’s productivity and
increase product prices. Thus, R&D expenditure to total output should be included in the structural variables while
the two-stage regression is run. Conducting R&D requires high-technology facilities and R&D workers.
High-technology capital can be captured by high-technology share (difference) and computer share. The wage
share of R&D can be represented by R&D payment share, which is computed by total expense in the wage bill of
R&D workers divided by the industry’s value of shipment. R&D payment share, however, is also influenced by
outsourcing, computer, and high-technology share (difference). The relationship of R&D share in the wage bill to
structural variables is

Séw =o' AZ, +RD, 9

where S l-’fD is R&D workers’ payment share in the total value of shipment, ¢ is a vector of coefficients, AZ;,
is a vector of the change of structure variables, and RD,, is aresidual term that captures all the other determinants
to R&D payment share, which is assumed orthogonal to Z; . If the first-stage regression also takes R&D
payment share into consideration, then the regression should become

AP/ +ETFP, = B AZ,+y S{P+e, (10)

where the ETFP;, is Effective Total Factor Productivity (ETFP). Placing equation (9) in Feenstra and Hanson’s
(1999) first-stage regression yields the following equation:

AP +ETFP, = ¢ AZ,+y RD,+é; (11)

where ¢ = B+ ay. Let RD; stand for R&D factors; its coefficient y can tell us the impact of R&D wage
payment on dependent variables. Since spending on R&D can enhance technology, the coefficient y is expected
to be positive. A dummy variable that captures grouping effects is also added, and correlation between two-digit
industries is allowed when this study estimates equations (9) and (11).

In the second-stage regression, there is an estimation issue addressed by Feenstra and Hanson (1999). Since the
dependent variable in the second-stage regression is constructed from the first-stage regression, the disturbance
terms in the second-stage regression will be correlated across observations. Feenstra and Hanson (1999) suggest
a procedure to correct the standard errors in the second-stage regression. Dumont et al. (2005) find that their
correcting method is negatively biased and leads to overestimation of the inferred significance and suggest
computing an unconditional variance instead (Note 8). Standard errors in the second-stage regression of this
paper follow the method of Dumont et al. (2005).

3. Data
3.1 Data Source and Coordination

According to the NSF, R&D is mainly done by R&D workers, who are scientists and engineers, and supporting
personnel, such as technicians and craftsmen. Although the NSF can provide the wage cost and employment
figures of R&D in two- and three-digit industries from 1953, their data still cannot be employed in this study for
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the following reasons: First, even though the NSF can provide us the number of full-time-equivalent (FTE)
scientists and engineers by industry, it has not separated the wage data of scientists from that of engineers and
supporting personnel since 1976. This makes the wages of R&D workers unknown. Second, to avoid possible
disclosure of information about the operations of individual companies, some industries’ data are being withheld
for a few years. Thus, this study has to employ another data source to divide skilled labor.

The Current Population Survey (CPS) provides information about workers in the United States regarding their
occupations, industries, and wage incomes. The occupation information can be employed to distinguish R&D
workers from other white-collar workers. In addition, since 1976 the March CPS supplement can provide data
about hours worked (Note 9). The NBER Productivity Database includes the value of shipment, a price deflator
for value of shipments, number of employees, number of production worker hours, and number of production
workers in 445 manufacturing industries in the 1972 four-digit Standard Industrial Classification (SIC) (Note 10).
Since the NBER Productivity Database only covers non-production (skilled labor) and production workers
(unskilled labor), this study employs the CPS data as an auxiliary source to divide non-production workers into
R&D workers and white-collar workers. However, there are some issues related to data consistency that need to
be dealt with before the division is performed.

First, the production/non-production data in the NBER Productivity Database comes from the Annual Survey of
Manufactures (ASM), and its production/non-production classification is different from the
white-collar/blue-collar classification in the CPS. Berman, Bond, and Griliches (1994) compared the
classification of the CPS to that of the ASM and found that these two categories are similar in that they rose
together from 1973 until 1987, with the discrepancy never more than two percentage points. Second, the Bureau
of Labor Statistics (BLS) changed the census occupational and industrial classification every ten years between
1970 and 1990 (Note 11). This study chooses the 1980 census occupational and industrial classification system
as the main one and applies it to the other classification systems. Then, I converted the 1980 census industrial
classification to the 1972 three-digit SIC classification (Note 12). Third, the March CPS supplement provides
information regarding respondents’ wages and hours worked in the previous year. The number of employees in
each industry, which can be computed by a headcount of respondents in each industry, however, indicates the
current year. For consistency, this study excludes those respondents who did not have wage income last year.
Thus, all the data regarding wages, employment, and working hours in each year present information for the
previous year.

Even though Berman, Bond, and Griliches (1994) found the difference between the two databases small, the
wage shares from the CPS are still higher than those from the NBER Productivity Database. That means that
some occupations in the CPS classification of white-collar workers should be included with the production
workers. Technicians (213-235), who are also in charge of maintenance and repair, are classified as white-collar
workers in the classification of occupations in the CPS, but according to the definition of production workers in
ASM (Note 13), they are production workers. After the technicians are re-categorized as blue-collar workers, the
wage shares computed from the CPS are closer to those computed from the NBER Productivity Database (Note
14).

To properly put outsourcing in the independent variables, this study follows the work of Feenstra and Hanson
(1999), which has two types of measures of outsourcing. The outsourcing fraction is the imported purchases of
intermediate material divided by total consumption (Note 15). The broad measure of outsourcing considers all
industries’ inputs purchased from other four-digit SIC manufacturing industries, and the narrow measure of
outsourcing considers only the industries’ inputs purchased from the same two-digit SIC industries. Both
outsourcing (narrow) and outsourcing (difference) are used in this study; the variable outsourcing (difference) is
the difference between the narrow measure of outsourcing and the broad measure of outsourcing.

3.2 The Definition of R&D Workers

Even though a respondent’s occupation is engineer or scientist, he or she is not necessarily involved in R&D.
Some skilled workers not included in this classification of R&D workers actually are involved in R&D.
Economists, for example, are in charge of performing economic analyses of the implementation and planning of
R&D projects. A designer who is responsible for designing the appearance of new products should also be
considered an R&D worker. Therefore, this study has two definitions of R&D workers. The first group, referred
to as narrowly defined R&D workers, consists of the occupations in which a high proportion of workers are
doing R&D. In the 1980 CPS classification of occupations, these occupations are computer scientists (64—65),
mathematical scientists (68), and natural scientists (69-83). The second group consists of those broadly defined
as R&D workers, which includes narrowly defined R&D workers and occupations in which a lower proportion
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of workers are doing R&D. In the 1980 census occupational classification system, they are scientists (64—65, 68,
69-83), engineers (44—62), economists (166), and designers (185). Educational qualifications are also considered.
Respondents who are R&D workers must have at least a high school degree (Note 16). The rest of the skilled
workers are simply white-collar workers.

The regression results under the narrow definition of R&D workers can be thought of as lower-bound results,
and those under the broad definition of R&D workers can be thought of as upper-bound results. The broad
definition of R&D may cause estimation problems if a considerable fraction of engineers, economists, and
designers are not doing R&D jobs. The narrow definition of R&D may cause underestimation if, in fact, most
engineers, economists, and designers are R&D workers. Thus, comparing results from both specifications can
give us a better answer to the questions. Intuitively speaking, there were fewer engineers, economists, and
designers in the 1970s. Those people who are hired in manufacturing industries have a higher probability of
doing R&D. Therefore, it is expected that the broad definition should be suitable for cases in the 1970s and the
narrow definition should be more suitable for cases in the 1980s.

3.3 The Division Procedure

The division procedure can be separated into two parts. First, by employing the March CPS supplement, this
study computes both the R&D workers’ and white-collar workers’ shares in total skilled laborers’ employment
and wage by industries. If the data year is later than 1976, R&D workers’ and white-collar workers’ shares in
total skilled laborers’ working hours are also computed. The average of working hours of all skilled workers in
each industry is also needed for converting employment data of non-production labor in the NBER Productivity
Database into working-hour data.

Second, when the R&D workers’ and white-collar workers’ shares in total skilled laborers’ employment and
wages are multiplied by wage payment and number of non-production workers in the NBER Productivity
Database, the products are R&D workers’ wage payment, the white-collar workers’ wage payment, the number
of employed R&D workers, and the number of white-collar workers. R&D and white-collar workers’ wages are
wage payments to R&D and white-collar workers divided by the number of employed R&D and white-collar
workers.

As for the data after 1976, employment data of non-production workers from the NBER Productivity Database
are multiplied by average working hours of all skilled workers from the March CPS supplement to get skilled
laborers’ hourly data. Then, the second step is redone with R&D workers’ and white-collar workers’ shares in
working hours computed from the March CPS supplement to get the hourly wages and employment for R&D
workers and white-collar workers. Last, the data for blue-collar workers are those for production workers in the
NBER Productivity Database.

3.4 Data Summary

Table 1 gives summary statistics for workers’ data, which I constructed from the NBER Productivity Database
and the CPS for 1972-1979 and 1979-1990. R&D workers, who have high-technology skills and are usually
well educated, should be expected to receive the highest pay among workers studied. The numbers in Table 1
confirm this idea. In each period, R&D workers get the highest average pay per year. If hourly data is employed,
R&D workers still get the highest pay per hour. Annual changes of workers’ wages in 1972-1979 tell almost the
same story. R&D workers’ pay grew the most rapidly in that time period. During 1979-1990, however,
according to the data counting workers by numbers of workers employed, R&D workers’ pay did not grow the
most rapidly. In fact, their pay in 1979-1990 grew the most slowly under the broad definition of R&D workers.
If the narrow definition of R&D workers and hourly data are used, R&D workers’ pay still grew the most
rapidly.

Table 1. Summary statistics

1972-1979 1979-1990
Average Annual Average USD/year Annual change USD/year
(USD/year) change or (USD/hour) or (USD/hour)

Average of and change in workers’ prices:
Blue-collar workers 11443 7.460 19641 4.964

(10) (4.705)
Non-production workers 16648 7.201 29324 5.432

(14) (5.025)
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White-collar workers: 15666 7.052 27438 5.517
Under the broad definition of R&D workers (13) (5.060)
White-collar workers: 16449 7.179 28939 5.441
Under the narrow definition of R&D workers 14 (4.980)
R&D workers: 21571 7.668 37076 4.780
Under the broad definition of R&D workers (26) (4.074)
R&D workers: 20665 7.741 34159 4.843
Under the narrow definition of R&D workers (32) (6.160)
Factor cost-shares: Average Annual Average
Annual change
(percent) change (percent)

Blue-collar workers 12.470 -0.299 10.185 -0.152
Non-production workers 6.653 -0.201 6.442 -0.006
White-collar workers:

. 5.292 -0.113 4.984 -0.009
Under the broad definition of R&D workers
White-collar workers:

. 6.399 -0.129 6.194 0.002

Under the narrow definition of R&D workers
R&D workers:

. 1.361 -0.024 1.458 0.022
Under the broad definition of R&D workers
R&D workers:

. 0.253 -0.009 0.248 -0.001

Under the narrow definition of R&D workers
TFP :
Broad R&D workers definition 0.587 0.864
(hourly data) (0.880)
Narrow R&D workers definition 0.537 0.839
(hourly data) (0.913)

Note. Numbers in parentheses are calculated from hourly data. Workers’ average wages are computed over the first and last year of each
period and weighted by the industry share of total manufacturing payments to that factor. Those numbers are USD per person per year, or per
hour, if hourly data are used. The annual change in TFP is weighted by the industry share of total manufacturing shipments. Numbers of TFP
are computed from primary factors—blue-collar workers, white-collar workers, and capital—R&D workers are excluded. See Feenstra and
Hanson (1996) for the rest of the summaries of variables, such as outsourcing and capital services.

It is not surprising that low-skilled labor (blue-collar workers) got the lowest pay during these two decades. The
annual change, however, was greater than that experienced by white-collar workers and non-production workers
in 1972-1979. Note that the difference in annual change between white-collar and blue-collar workers in 1979—
1990 is smaller when using hourly data. Feenstra and Hanson’s (1999) study counted the numbers of employed
workers in the non-production workers category and working-hour data in the production workers category. If
hourly data of non-production workers are employed, it may be possible to get a weaker effect of outsourcing on
relative wage of non-production workers.

The second part of Table 1 contains summaries of workers’ cost share in industry’s value of shipment. Both
production and non-production workers’ share in costs were decreasing, but R&D workers were relatively stable
in their cost shares. Following Feenstra and Hanson (1999), this study measures total factor productivity (TFP)
by using the primal Tornqvist index, which equals the log change of output minus the share-weighted log change
of primary inputs. Primary factors in Feenstra and Hanson (1999) are non-production workers, production
workers, and capital, but in this paper they are white-collar workers, blue-collar workers, and capital. From the
bottom line of Table 1 it can be seen that TFP grew much faster in the 1980s than the TFP in the 1970s, including
some possible R&D workers’ increased TFP. In this study, the wage cost of R&D should be thought of as a sunk
cost spent by producers before they manufacture their product. Thus, value-added prices in this study are also
different from those in Feenstra and Hanson (1999).

Real output and the capital/output ratio can be computed from the NBER Productivity Database. There are two
prices employed in computing computer share and high-tech share (difference). They are ex post rental price and
ex ante rental price (Note 17). Note that since computer share and high-tech share are only available at the
two-digit SIC level, the wage regressions allow the errors to be correlated across four-digit industries with each
two-digit industry. Furthermore, since this paper converts the CPS industrial classification into the three-digit SIC,
a dummy variable that corresponds to the three-digit CPS industrial classification is needed to capture the
grouping effects.
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4. Results
4.1 Results of R&D Workers’ Wage Regressions

Starting with the same period used by Feenstra and Hanson (1999), Table 2 illustrates the regression of changes

in R&D workers’ wages from 1979 to 1990. NP stands for non-production workers; BRD is the broad definition

of R&D workers, and NRD is the narrow definition of R&D workers. Before non-production workers are split

off, neither outsourcing (narrow) nor outsourcing (difference) had a significant positive effect on the change in

non-production workers’ wages. After filtering R&D workers from non-production workers, outsourcing (narrow)
had a significant positive effect on the changes in R&D workers’ wages. Therefore, this study finds some

evidence to support the idea that outsourcing increased R&D workers’ wages during 1979-1990. As for other

independent variables, only high-tech share (difference) had significantly positive effects on the change in R&D

workers’ wage. It can be concluded that outsourcing was a main factor of raising R&D workers’ wages in 1979—

1990.

The argument that outsourcing raises R&D workers’ wages is robust if R&D workers’ wages were also affected
by outsourcing significantly in 1972—-1979. Feenstra and Hanson (1996) found that outsourcing had an
insignificantly negative effect on non-production workers’ shares in the wage bill in 1972-1979 (Note 18). If
R&D workers’ wages, as Hsu (2011) predicts, benefit from outsourcing, separating R&D workers from other
non-production workers can show why not all skilled labor was hurt by outsourcing. In Table 3, no matter which
definition of R&D workers is employed, outsourcing (narrow) had a positive significant effect on R&D workers’
wages. Computers in this period had a significantly negative effects on the wages of R&D workers narrowly
definition. The change in log real output and change in log capital/output ratio had a significantly negative effect
on the wage of R&D workers’ wages broadly definition.

Table 2. Changes in the R&D workers’ wage: 1979-1990

Dependent variables: annual wage-changes per working hour

NP BRD NRD NP BRD NRD
Independent variables:
. 0.415 0.853 4.626 0.420 0.583 4.782
Outsourcing (narrow)
(1.33) (0.64) (2.07) (1.43) (0.40) (2.16)
. . -0.326 0.378 -0.149 -0.307 -0.372 0.451
Outsourcing (difference)
(1.67) (0.24) (0.04) (1.65) (0.20) (0.11)
Capital services (ex post rental prices):
-0.195 -5.640 -3.650
Computer share
(0.56) (1.59) (0.84)
. . 0.639 -0.594 7.299
High-tech share (difference)
(1.30) (0.19) (0.84)
Capital services (ex ante rental prices):
-0.214 -4.506 10.969
Computer share
(0.45) (0.57) (1.24)
. . 1.648 2.866 13.414
High-tech share (difference)
(7.46) (0.79) (2.00)
0.051 0.343 -0.014 0.042 0.253 -0.389
Aln(y)
(1.76) (1.40) (0.02) (1.78) (1.00) (0.49)
-0.004 0.372 -0.198 -0.009 0.224 -0.686
Aln(k/y)
(0.08) (0.82) (0.22) 0.17) (0.54) (0.69)
0.046 0.044 0.062 0.044 0.033 0.043
Constant
(20.84) (1.76) (1.01) (26.74) (1.26) (0.72)
R’ 0.088 0.015 0.039 0.127 0.007 0.058
N 445 445 445 445 445 445

Note. Dependent variables NP are the changes of all non-production workers’ wages. Dependent variables BRD are the changes of R&D
workers’ wages, which are measured according to the broad definition. Dependant variable NRD is the changes of R&D workers’ wages,
which is measured according to the narrow definition. Numbers in parentheses are the absolute values of ¢ statistics; standard errors in all
regressions are robust to heteroskedasticity and correlation in the errors within two-digit industry groups. Besides, a dummy variable, which
is the 1980 CPS industry classification, is also included in each regression. All dependent and independent variables are measured as annual
changes and weighted by average industry share of all manufacturing wage bills.
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Table 3. Changes in the R&D workers’ wage: 1972-1979

Dependent variable: annual wage-changes per capita

NP BRD NRD NP BRD NRD
Independent variables:
. -0.168 1.232 1.943 -0.070 1.480 2.304
Outsourcing (narrow)
(0.84) (3.14) (2.28) (0.40) (3.40) (2.39)
. . -0.152 0.113 1.100 -0.126 0.089 1.021
Outsourcing (difference)
(1.47) (0.47) (1.92) (1.14) (0.33) (2.07)
Capital services (ex post rental prices):
-0.027 0.042 -5.033
Computer share
(0.06) (0.05) (2.13)
. . 0.785 1.750 0.836
High-tech share (difference)
(2.65) (1.93) (0.81)
Capital services (ex ante rental prices):
0.270 0.519 -9.615
Computer share
(0.42) (0.26) (1.98)
. . 1.155 1.742 0.384
High-tech share (difference)
(2.43) (1.95) (0.30)
-0.020 -0.187 -0.131 -0.017 -0.180 -0.092
Aln(y)
(0.53) (2.62) (0.75) 0.47) (2.34) (0.53)
-0.006 -0.257 -0.057 -0.005 -0.258 -0.033
Aln(k/ )
(0.14) (4.16) 0.27) (0.13) (4.16) (0.16)
0.075 0.072 0.068 0.076 0.074 0.069
Constant
(19.69) (11.12) (5.15) (19.86) (11.57) (5.03)
R’ 0.082 0.086 0.135 0.100 0.076 0.155
N 445 445 445 445 445 445

Note. Dependent variable NP is the changes of all non-production workers’ wages. Dependent variable BRD is the changes of R&D workers’
wages, which is measured in broad definition. Dependent variable NRD is the changes of R&D workers’ wages, which is measured in narrow
definition. Numbers in parentheses are the absolute values of ¢ statistics and standard errors in all regressions are robust to heteroskedasticity
and correlation in the errors within two-digit industry groups. Besides, a dummy variable, the 1980 CPS industry classification, is also
included in each regression. All dependent and independent variables are measured as annual changes and weighted by average industry
share of all manufacturing wage bills.

4.2 Results of Two-Stage Regression

The data set of this study includes two measures of R&D workers and two measures of foreign outsourcing.
Numbers of production hours for all blue-collar workers and skilled labor are available for 1979 through 1990. The
results of the R&D workers’ wage regressions indicate that the narrow definition of R&D workers should be
applied in the study of the 1980s and the broad definition of R&D workers should be applied in the study of the
1970s (Note 19). Thus, in the period from 1979 to 1990, this paper only reports the regression results if the narrow
definition of R&D workers is applied. From 1972 to 1979, only the regression results under the broad definition of
R&D workers are reported.

In each table of first-stage regression, there are four different regressions. The first two regressions employ ex ante
rental prices in computing high-tech capital shares, and the other two regressions use ex post rental prices. In each
of the two regressions, the basic regression is ordered first and a regression including R&D factors comes second.
The basic regression includes all structural variables in Feenstra and Hanson (1999) as independent variables. In
the results of the second-stage regression, this study focuses mainly on the effects from outsourcing. The results of
R&D factors are also another focus. The coefficients of the difference between white-collar and blue-collar
workers show the changes of the relative wage of white-collar workers.

The order and brief description of tables is as follows: Tables 4 and 5 are first-stage regressions using data in
1979-1990. The regressions in Table 4 use the number of production workers, and those in Table 5 use the
number of production hours in skilled labor. Table 6 reports results of the second-stage regression regarding the
effects from outsourcing and R&D factors during 1979-1990. Next, Table 7 is first-stage regressions using data
in 1972-1979. Table 8 reports the results of second-stage regressions regarding the effects from outsourcing in
1972-1979 (Note 20). The letter n denotes narrowly defined R&D workers, i.e., the value-added price plus ETFP
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computed from all primary factors excluding the narrowly defined R&D workers. The letter b represents broadly
defined R&D workers, i.e., the value-added price, plus ETFP computed from all primary factors excluding the
broadly defined R&D workers. The letter / represents the usage data of the number of production hours in
skilled labor.

The question of whether outsourcing and R&D factors were non-neutral technological progress in 1979-1990 can
be answered by Table 4. As expected, all coefficients of outsourcing (narrow) are positive. The effects of
outsourcing (difference) might be significant, depending on the price this study employs in measuring high-tech
capital share; outsourcing (narrow) has a significant positive effect on dependent variables. Computers also can
raise value-added prices plus ETFP, if ex post rental prices are applied, but the positive effect vanished with
different measuring prices. R&D factors are significantly positive in all specifications.

Table 4. First-stage regression using employment data 1979-1990

Dependent variable: change in value-added prices plus effective TFP

4n.1 4n.2 4n.3 4n.4
Independent variables:
. 0.087 0.085 0.073 0.072
Outsourcing (narrow)
(2.42) (2.36) (2.10) (2.12)
. . 0.098 0.096 0.068 0.067
Outsourcing (difference)
(2.55) (2.64) (1.60) (1.69)
Capital services (ex ante rental prices):
0.198 0.196
Computer share
(1.84) (1.87)
. . -0.093 -0.099
High-tech share (difference)
(1.12) (1.22)
Capital services (ex post rental prices):
0.154 0.153
Computer share
(2.31) (2.35)
. . 0.053 0.052
High-tech share (difference)
(0.67) (0.64)
0.654 0.595
R&D factors
(2.79) (2.23)
0.042 0.042 0.042 0.042
Constant
(80.00) (80.77) (78.93) (80.47)
R’ 0.198 0.214 0.226 0.240
N 445 445 445 445

Note. Dependent variables are computed from primary factors, excluding R&D workers in the narrow definition. Numbers in parentheses are
the absolute values of ¢ statistics; standard errors in all regressions are robust to heteroskedasticity and correlation in the errors within
two-digit industry groups. Besides, a dummy variable, the 1980 CPS industry classification, is also included in each regression. All variables
are measured as annual changes and weighted by average industry share of all manufacturing shipments.

This study also employs hourly data of white-collar workers in this period. The results in Table 5, when compared
with those of Table 4, show that the significant coefficients of outsourcing (narrow) become weak. These results
are sensible, since the difference of annual change in wages between blue-collar and white-collar workers is
smaller when using hourly data than when using employment data. Outsourcing is once again a significant factor
when ex ante rental prices are applied. R&D factors are significant in all kinds of specifications.

In sum, there are two findings from the first-stage regressions of 1979-1990. First, regarding the narrow
definition of R&D workers, outsourcing (narrow) had a significantly positive effect on value-added prices plus
ETFP. Second, R&D factors, which are subtracted from R&D workers’ payment share in the industry’s value of
shipment, increased value-added price plus ETFP significantly. Computer share also had a significantly positive
effect on dependent variables, but rental price used for measuring capital shares also matters.

10
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Table 5. First-stage regression using hourly data in 1979-1990

Dependent Variable: changes in value-added prices plus effective TFP eftective TFP

S5nh.1 5nh.2 5nh.3 5nh.4
Independent variables:
Outsourcing (narrow) 0.066 0.065 0.056 0.055
& (2.19) (2.15) (1.91) (1.92)
. . 0.075 0.074 0.053 0.053
Outsourcing (difference) 2.22) (2.29) (1.42) (1.48)
Capital services (ex ante rental prices):
Computer shar 0.120 0.119
ompuler shate (1.27) (1.28)
. . -0.081 -0.085
High-tech share (difference) (1.07) (1.15)
Capital services (ex post rental prices):
0.108 0.108
Computer share (1.96) (1.97)
High-tech share (difference) 2)606561) ?006540)
R&D factors (0342549) ?231747)
Constant 0.042 0.042 0.041 0.041
(89.21) (89.87) (87.69) (88.86)
R’ 0.175 0.186 0.199 0.206
N 445 445 445 445

Note. Dependent variables are computed from primary factors, excluding R&D workers according to the narrow definition. Numbers in
parentheses are the absolute values of 7 statistics; standard errors in all regressions are robust to heteroskedasticity and correlation in the
errors within two-digit industry groups. Besides, a dummy variable, the 1980 CPS industry classification, is also included in each regression.
All independent variables are measured as annual changes and weighted by average industry share of all manufacturing shipments.

After the first-stage regression, the second-stage regressions interpret the change of the price for primary factors
due to structural variables. The results of estimating the changes of blue-collar and white-collar workers’ wages
due to outsourcing are reported in Table 6—1. The dependent variable for each second-stage regression comes from
a first-stage regression that includes R&D factors. Outsourcing (narrow) has significantly positive effects on
white-collar workers’ wages even if the hourly data are used. Furthermore, outsourcing increased the difference in
wages between white-collar and blue-collar labor by raising the wages of white-collar workers (Note 21). Similar
results can be seen in Table 6—2. R&D factors raised the difference in wages between white-collar and blue-collar
labor by increasing the wages of white-collar workers and decreasing the wage of blue-collar workers.

Table 6.1. Second-stage regression: estimated factor-price changes in 1979—-1990

Dependent variables (first-stage regressions): 4n.2 4n.2 S5nh.2 Snh.2

(1) Employing ex ante rental prices for computer share and high-tech share

Dependent variable: change in share-weighted Outsourcing Outsourcing Outsourcing Outsourcing

factor prices explained by: (narrow) (difference) (narrow) (difference)

Independent variables:

Blue-collar labor share -0.011 0.025 -0.009 0.019
(0.83) (1.65) (0.82) (1.55)

White-collar labor share 0.131 0.077 0.100 0.059
(221 @.21) (2.04) (1.99)

Difference between white-collar and blue-collar 0.142 0.052 0.108 0.040

share (2.13) (1.57) (1.97) (1.49)

(2) Employing ex post rental prices for computer share and high-tech share
Dependent variables

K 4n.4 4n.4 5nh.4 S5nh.4
(first-stage regressions):
Difference between white-collar and blue-collar 0.120 0.037 0.092 0.029
share (1.94) (1.28) (1.78) (1.18)

Note. The letters and numbers in the first row stand for the dependent variables in their first-stage regressions. All dependent variables are
computed from regressions that include quadratic terms of outsourcing (narrow) and outsourcing (difference). Numbers in parentheses are
the absolute values of ¢ statistics.
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Table 6.2. Second-stage regression: estimated factor-price changes in 1979—-1990

Dependent variables (first-stage regressions):

R 4n.2 4n.4 5nh.2 5nh.4
Independent variables:

Blue-collar labor share -0.011 -0.008 -0.017 -0.011
(1.67) (1.44) (1.71) (1.39)
White-collar labor share 0.033 0.034 0.051 0.049
(1.96) (2.57) (2.03) (2.32)
. . 0.043 0.042 0.068 0.060

Difference between white-collar and blue-collar share
(1.94) (2.43) (2.01) (2.22)

Note. The letters and numbers in the first row stand for the dependent variables in their first-stage regressions. All dependent variables are
computed from regressions that include R&D factors. Numbers in parentheses are the absolute values of  statistics.

One of the puzzles of outsourcing is that the phenomenon found in most empirical studies and theoretical models
in the 1980s cannot be seen in the 1970s. As the regression results in Table 7 show, outsourcing, as expected, did
not increase value-added prices plus ETFP, but it might actually decrease them. High-tech share had similar
results as well. After skilled labor was divided into R&D and other white-collar workers, and R&D factors were
added, outsourcing (difference) negatively influenced value-added prices plus ETFP at the 10% significance
level (Note 22).

Table 7. First-stage regression using the data in 1972—-1979

Dependent variable: Change in value-added prices plus effective TFP

7b.1 7b.2 7b.3 7b.4
Independent variables:
. -0.004 -0.004 0.000 0.000
Outsourcing (narrow)
(0.62) (0.72) (0.09) (0.11)
-0.008 -0.008 -0.009 -0.009
Outsourcing (difference) (1.57) (1.64) (1.70) (1.75)
Capital services(ex ante rental prices):
0.009 0.009
Computer share
(0.64) (0.68)
. . -0.007 -0.007
High-tech share (difference)
(0.84) (0.92)
Capital services (ex post rental prices):
-0.007 -0.007
Computer share
(0.62) (0.60)
. . -0.013 -0.013
High-tech share (difference)
(1.80) (1.83)
0.032 0.026
R&D factors
(1.71) (1.49)
0.072 0.072 0.072 0.072
Constant
(350.77) (351.29) (349.75) (350.37)
R’ 0.041 0.046 0.054 0.057
N 445 445 445 445

Note. Dependent variables are computed from primary factors and exclude R&D workers according to the broad definition. Numbers in
parentheses are the absolute values of t statistics; standard errors in all regressions are robust to heteroskedasticity and correlation in the
errors within two-digit industry groups. Besides, a dummy variable, the 1980 CPS industry classification, is also included in each regression.

All independent variables are measured as annual changes and weighted by average industry share of all manufacturing shipments.

In Table 8, if the 10% significance level is applied, the wage of white-collar workers was decreased by
outsourcing (difference) in the 1970s. The wages of white-collar relative to those of blue-collar workers were
decreased as well. This result tells us that it is the decrease in white-collar workers’ wages that deteriorated the
relative wages of white-collar labor. The results of other structural variables had no significant effects on

12
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workers’ wages.

Table 8. Second-stage regression: estimated factor-price changes, 19721979

Dependent variables (first-stage regressions): 7b.2 7b.2

(1) Employing ex post rental prices for computer share and high-tech share

Dependent variable: change in share-weighted factor Outsourcing Outsourcing
prices explained by: (narrow) (difference)

Independent variables:

Blue-collar labor share 0.000 0.001
(0.10) (0.55)

‘White-collar labor share 0.000 -0.021
(0.10) (1.68)

Difference between white-collar and blue-collar share 0.000 -0.022
(0.10) (1.65)

(2) Employing ex ante rental prices for computer share and high-tech share

Dependent variables (first-stage regressions): 7b.4 7b.4

Difference between white-collar and blue-collar share -0.004 -0.018
(0.69) (1.56)

Note. All dependent variables are computed from regressions that include quadratic terms of outsourcing (narrow) and outsourcing
(difference). The letters and numbers in the first row stand for the dependent variables in their first-stage regressions. Numbers in

parentheses are the absolute value of ¢ statistics.

5. Conclusion

The topic of the impact of international outsourcing on wages has been discussed much by previous literature.
Feenstra and Hanson (1996; 1999) employed U.S. data, and their empirical results support the argument made by
most theoretical literature that international outsourcing is one of the factors that has caused wage inequality.
Feenstra and Hanson’s (1996) unexpected results for 1970s could be explained by theoretical works such as
Arndt (1997) and Jones (2005). However, two additional questions remain for economists. First, did all skilled
labor’s wages decrease due to international outsourcing in the 1970s? Second, was the dropping of the relative
wage of skilled labor to unskilled labor caused by increasing the wages of unskilled labor or by decreasing the
wages of skilled labor?

Hsu (2011) proposed a three-type-worker framework based on the quality ladder and product cycle model and
argued that the skilled workers responsible for innovation should be affected by international outsourcing
differently from skilled labor that works in the manufacturing department. To assess Hsu’s (2011) idea, this study
employed the NBER Productivity Database and the March CPS Supplement to construct a new data set with
three kinds of labor and wage regressions and two-stage regressions in Feenstra and Hanson (1999) to see the
change in U.S. workers’ wages in the 1970s and 1980s. This study finds that, first, the wages of U.S.
manufacturing R&D workers were increased by international outsourcing in both 1970s and 1980s, and second,
outsourcing might have decreased the relative wage of white-collar workers in the 1970s because it might have
decreased the wages of white-collar workers and might had no effect on blue-collar workers’ wages.

Based on the results of this study, research investigating the impact of international outsourcing on labor markets
should consider the role of innovation, which lets part of the skilled labor receive effects different from those of
the others. The next step is to examine the impact of globalization on wages under the framework of three types
of labor. Feenstra and Hanson (1996) also found that globalization had a significantly negative effect on the
wages of skilled labor relative to those of unskilled labor. R&D workers might still benefit from globalization.
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Notes

Note 1. Similar topics are foreign direct investment (FDI or DFI), multinational enterprise (MNE), international
fragmentation, and offshoring. See Slaughter (2000) for a summary of MNEs; Jones and Kierzkowski (2001),
Deardorff (2001a, 2001b), and Kohler (2004) for international fragmentation; and Grossman and Rossi-Hansberg
(2008) for offshoring.

Note 2. Literature such as Lawrence and Slaughter (1993), Berman, Bound, and Griliches (1994), and Slaughter
(1995) did not support the idea that outsourcing causes wage inequality. Literature that found the impacts of
outsourcing on wage in addition to Feenstra and Hanson (1996; 1999) includes Geichecker (2005) and Hsieh and
Woo (2005). Chongyvilaivan and Hur (2011) found the wage gap between skilled and unskilled labor can be
better explained by general outsourcing than international.

Note 3. That means outsourcing can be thought as a technology improvement that makes production more
skilled-labor intensive.

Note 4. The total effect of an increase in the outsourcing fraction on the Northern relative wage consists of three
effects: (1) the substitution effect, which is caused by outsourcing industries shifting labor demand from the
North to the South; (2) the skill effect, which can increase labor demand for white-collar workers, since
outsourcing pushes firms toward skilled-labor-intensive production; (3) the scale effect, the increase in
production caused by the increase in profit of outsourcing firms caused by outsourcing.

Note 5. The substitution effect and the skill effect can be seen as effects on productivity. The scale effect mainly
focuses on the effect caused by an increase in consumers’ total expenditure.

Note 6. Computer share measures the share of office, computing and accounting machinery in total capital.
High-tech capital (difference) computes the share of communications equipment, science and engineering
instruments, and photocopy and related equipment in total capital.

Note 7. In the early version of this paper, the skilled- and unskilled-labor intensities of relative outsourcing
manufacturing industries were computed for U.S. data of both the 1970s and the 1980s. I found that in the 1970s
the relative outsourcing industries were unskilled-labor intensive and were skilled-labor intensive in the 1980s.
Thus, it is expected that in the regressions for the 1970s the impact of outsourcing on product prices was
negative but positive in the regressions for the 1980s. The results are not reported here, but they are available
upon request.

Note 8. The author gratefully acknowledges the help provided by Dumont et al.

Note 9. CPS asks how many weeks the respondents worked last year and how many hours they usually worked
each week during the previous year. The answers to these two questions can compose hourly data.

Note 10. Originally, there were 450 industries in the four-digit 1972 SIC. By following Feenstra and Hanson
(1999), this study excludes three industries (SIC 2067, 2794, 3483) due to missing data on material purchases or
prices. Additionally, data from two industries (SIC 3672, 3673) are not available in the recent version of the
NBER Productivity Database.

Note 11. The 1980 census occupational classification system evolved from the Standard Occupational
Classification (SOC), and the 1990 census occupational classification system was largely based on the 1980
SOC. The industrial classification system used in the 1980 census was based on the 1972 SIC, and industrial
classification systems used in the 1990 census were largely based on the 1987 SIC. See the CPS Web site for
detailed information.

Note 12. For consistency with the 1970 and 1990 classifications, some industries that were considered as
separate in 1980 need to be merged with others. They are census code 122 (merged with 121), 211 (merged with
210), 232 (merged with 241), 301 (merged with 300), 322 (merged with 321), 332 (merged with 331), 350
(merged with 342), 362 (merged with 370), 382 (merged with 381), 390 (merged with 391), and 392 (merged
with 391).
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Note 13. According to the Web site of the U.S. Census Bureau, production workers include workers (up through
the line-supervisor level) engaged in fabricating, processing, assembling, inspecting, receiving, storing, handling,
packing, warehousing, shipping (but not delivering), maintenance, repair, janitorial and guard services, and
product development. See http://www.census.gov/mcd/asm-as1.html for details.

Note 14. The correlation coefficient of weighted shares in the wage bill from these two sources is 0.970.

Note 15. See Feenstra and Hanson (1996) and Feenstra and Hanson (1999) for details regarding the formula for
computing international outsourcing. The author thanks Feenstra and Hanson for kindly providing
intermediate-material purchase data. U.S. import data can be obtained from the NBER collection.

Note 16. The education qualification in the NSF data for an R&D worker is a college degree. Since occupations
of R&D workers in this study have more variety, the education qualification in this study is lower.

Note 17. Data for high-technology capital come from the Bureau of Labor Statistics (BLS). Ex post rental prices
are computed as in Hall and Jorgenson (1967). Ex ante rental prices are calculated by Berndt and Morrison
(1995). All high-tech capital data in this study are kindly provided by Robert C. Feenstra and Gordon H. Hanson,
who obtained the data from Catherine Morrison and Don Siegel.

Note 18. Feenstra and Hanson (1997) employed two-stage regressions to assess the impact of trade measured by
foreign outsourcing on the relationship between wages of production workers and those of non-production workers
in manufacturing from 1972 to 1990. Their results for the period 1972—-1979 also indicate that the effects were
insignificant.

Note 19. In the period 1972—-1979, outsourcing (narrow) had a significantly positive effect on both the narrow
definition and broad definition of R&D workers’ wages. Since the broad definition of R&D workers includes the
narrow definition of R&D workers, the broad definition of R&D workers is more appropriate to be applied in the
study of the 1970s.

Note 20. The results of R&D factors show that the impact was insignificant. All results are available upon
request.

Note 21. In the unreported results, without non-production workers being divided into R&D and white-collar
workers, outsourcing (narrow) had a weak effect on wage inequality if hourly data are employed, while after
division, outsourcing (narrow) was significant in influencing workers’ wages even if hourly data are used.

Note 22. Theory and intuition predict that if the outsourcing industry is unskilled-labor intensive, the negative
impact of outsourcing will be the value-added price, not the value-added price plus TFP. If I switch effective TFP
from dependent variables back to independent variables, like estimation equation (6) in Feenstra and Hanson
(1999), which they use to justify their approach, the coefficients of outsourcing (difference) becomes significantly
negative at the 5% significance level.
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Abstract

This paper examines the dynamic correlation between currency futures prices. Using the Dynamic Conditional
Correlation model (Engle, 2002) this study utilizes time-varying correlations, focusing on the persistency of
correlation of currency prices. The sample includes eight currency futures traded on the Chicago Mercantile
Exchange from 1999 to 2008 and the U.S. dollar index future. The study finds that the Canadian dollar and the
Australian dollar have the highest persistency while the Swiss franc and the Russian ruble have the lowest
persistency. In addition, the study finds that the time-varying conditional correlation between currency futures
and the U.S. dollar futures is influenced by a country’s macroeconomic conditions.

Keywords: DCC model, conditional correlation, currency futures, macroeconomic, GARCH
1. Introduction

According to the Triennial Central Bank Survey, conducted by the Bank of International Settlements, the forex
market averages about $5.3 trillion per day (as of April 2013) (Note 1). Due to the important role this market
plays in the world economy, the literature for the forex market has been growing rapidly. In this particular study
we examine the dynamic correlation across currency futures prices to U.S. dollar index futures (Note 2), with a
focus on the persistency of correlation between eight currency futures prices traded on the Chicago Mercantile
Exchange: British pound, Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro currency, Swiss
franc, and Russian ruble. Using the Dynamic Conditional Correlation (DCC) model developed by Engle (2002),
we incorporate time-varying correlations into our analysis. This study differentiates from previous studies in that
it is the first to analyze the persistency of relation between currencies future prices.

This paper is most related to Lien and Yang (2006), which investigates the effects of spot-futures spread on the
risk and return structure in currency markets. Using a bivariate GARCH framework, the authors find evidence
that spreads on the risk and return structure of spot and futures markets produce asymmetric effects. The
implications of these asymmetric effects are examined, with special consideration given to the performance of
futures hedging strategies. This study differentiates from Lien and Yang (2006), however, in that our focus is on
the persistency of correlation between currency futures prices and that we instead use a DCC framework. The
DCC model is similar to a bivariate GARCH in spirit, but the DCC places several restrictions on how the
correlation can change (in essence it is a special case of a bivariate GARCH).

In addition, this paper is also motivated by Harvey and Huang (1991) and Han, Kling and Sell (1999). Both of
these papers explore how macroeconomic variables impact the currency futures market. In Harvey and Huang
(1991), the authors examine volatility patterns in the forex market. They surmise that increases in volatility are
more often attributed to macroeconomic news than private information through trading. In contrast, Han, Kling
and Sell (1999) look at day-of-the-week effects in the currency futures market. Evidence in this paper suggests
that the day-of-the-week effect is impacted by private information from trading or market microstructures, not
macroeconomics news. Our paper tries to build upon these two studies by examining how different
macroeconomic conditions affect the currency futures market. More specifically, we examine how four specific
macroeconomic variables impact the correlation between US dollar futures and currency futures.
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The sample spans from 1999 to 2008. The study finds that the persistency of currency futures interactions varies
substantially across different currencies with the Canadian dollar and the Australian dollar having the greatest
persistency while the Russian ruble and Swiss franc have the weakest. Further, the study finds that the
time-varying conditional correlation between currency futures and the U.S. dollar futures is influenced by a
country’s macroeconomic conditions.

The rest of the paper is organized as follows: Section 2 describes the data, Section 3 presents the methodology,
Section 4 examines the empirical results, and Section 5 gives the conclusion.

2. Data

The initial futures data consists of daily future prices for currency futures over the period January 1999 to
December 2008. This data is collected from RC Research (www.Price-Data.com) and includes open, high, low,
and close prices; as well as, volume and open interest. All daily future prices are in U.S. dollars. The currency
futures included in this study are listed as follows: British pound, Brazilian real, Australian dollar, Canadian
dollar, Japanese yen, Euro currency, Swiss franc, and Russian ruble. All eight currency futures are traded on the
Chicago Mercantile Exchange (CME) and all currencies prices are coded the same way—the US$ price of per
unit of currency. Table 1 provides a summary of the contract size, approximate margin, and minimal fluctuation
of the 8 currency futures.

Table 1. Sample periods for currency futures traded in U.S.

Symbol Futures Contract Contract Size Approximate Margin Minimum Fluctuation Observation
AD Australian Dollar A$100,000 $1,688.00 0.01 c/A$ =$10 5378
BP British Pound 62,500 pound $1,890.00 0.01 c/pound = $6.25 8384
BR Brazilian Real BR100,000 $3,500.00 0.005 ¢/BR = $5 3122
CD Canadian Dollar C$100,000 $1,215.00 0.01 c/C$ =810 7898
EC Euro Currency EUR $125,000 $2,700.00 0.01 ¢/EUR = $12.50 2355
Y Japanese Yen Yen 12,500,000 $2,430.00 0.0001 c/JY = $12.50 8014
RU Russian Ruble MRR 2,500,000 $3,000.00 0.001 ¢/RR = $25 3858
SF Swiss Franc SF 125,000 $1,958.00 0.01 ¢/SF = $12.50 8383

Note. This table provides a summary of the listing exchange, the contract size, approximate margin, and minimal fluctuation of the eight
currency futures (British pound, Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro currency, Swiss franc, and Russian
ruble). The data is daily frequency and spans from January 1999 to December 2008.

The weighted U.S. dollar futures are used as a basis for comparison. The U.S. dollar index (USDX) (Note 3) is
an index (or measure) of the value of the United States dollar relative to a basket of foreign currencies. The
USDX futures contract has two features that influence its pricing and its use. First, the USDX index is a
geometric average, rather than an arithmetic average, of the constituent currencies. Second, the foreign exchange
(FX) rates in the USDX index (in U.S. dollars per foreign exchange rate) are in the denominator of the index,
implying that a dollar appreciation leads to a higher index level. Both the geometric averaging and the use of
quoting convention have implication for the use of the USDX futures contract in hedging a foreign exchange
exposure. Eytan, Harpaz, and Krull (1988) point out, the divergence between the geometric and arithmetic
averages depend on both the volatilities of the individual currencies and their co-movements (sometimes referred
to as their “correlations”).

The USDX futures contract began trading on November 20, 1985 on the Financial Instruments Exchange, a
division of the New York Cotton Exchange, which is now part of the New York Board of Trade (NYBOT). The
USDX index was originally a geometrically weighted average of ten different currencies, with each currency
representing a country that was a major trading partner with the United States. With the introduction of the Euro,
the USDX index became a geometrically weighted average of six currencies, which represent five major U.S.
trading partners and the Euro.

2.1 Index Formula

The formula for the index level on date 7 is the product of the six currencies spot rates, each raised a power
related to a currency-specific weight. The general formula for the index can be written as:
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USDX, = Kﬁ (Fx,)" (1)
i=1

where USDJ, is the calculated level of the USDX index on date ¢, F.X;,is the foreign exchange rate (U.S. dollars
per foreign currency unit) for currency i on date ¢, w; is the weight associated with currency i (the weights are
determined by the contract specs and sum to one (i.e., Y~ w; = 1), N is the number of currencies in the index
for the USDX index, (N is currently six and was formerly ten), and K is a constant. Under the current USDX
futures contract specs, the USDX index is equal to (Note 4).

USDX, = 50.14348112 x ( Euro, )_O'576 % (Yen, )_0'136 x (Sterling, )_0'119

§ : . 2
«(Canadian Dollar,) *™" x(SwedishKroner,) *™* x (SwissFranc,) *"*

We first begin by checking for stationarity of the price series data and find that the price series are non-stationary,

while their first differences are stationary. This implies that the use of a return series is appropriate, with the

return being computed as the log of the current price over the previous price. Table 2 provides the summary

statistics of the daily currency futures returns.

Table 2. Summary statistics on daily currency futures returns

Australian ~ British Brazilian Canadian  Euro Japanese  Russian Swiss

Dollar Pound Real Dollar Currency  Yen Ruble Franc
Mean 0.0318 -0.0085 -0.0734 0.0011 0.0497 0.0562 0.0907 0.0044
Median 0.1576 0.0000 0.0000 0.0000 0.0687 0.0000 0.4308 0.0000
Maximum 0.2245 0.1977 2.7795 0.0930 0.1145 0.3593 1.5433 2.1572
Minimum -0.1967 -0.2287 -3.2046 -0.1141 -0.1156 -0.1827 -1.5546 -3.3271
Variance 0.0009 0.0009 0.0324 0.0002 0.0007 0.0010 0.0456 0.0011
Std. Dev. 0.2968 0.3037 1.7987 0.1573 0.2666 0.3122 2.1349 0.3377
Skewness -0.3835 -0.0774 -1.3288 -0.0988 -0.0303 0.5644 0.0156 0.0932
Kurtosis 5.8860 7.1492 172.7144 6.3508 3.8294 8.3769 34.1887 5.9103
Jarque-Bera 1997.82 6021.84 3746507.82  3707.21 67.83 10078.15  156326.66 2970.23

Note. This table reports summary statistics on British pound, Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro currency,
Swiss franc, and Russian ruble returns. Daily currency returns are calculated as the difference in daily natural logarithmic of futures prices.
Means and variances are multiplied by 100. The Jarque-Bera statistic is distributed as chi-square and tests for normality; the null hypothesis
is that the data is distributed as a normal distribution. The data spans from January 1999 to December 2008.

The distribution of the daily futures returns is not normal, according to the Jarque-Bera test, and characterized by
high kurtosis; especially, for the Brazilian real and Russian ruble. In addition, the Australian dollar, British pound,
Brazilian real, Canadian dollar, and Euro currency futures returns are all negatively skewed. In contrast, the
Japanese yen, Russian ruble, and Swiss franc are positively skewed.

Table 3. Correlation matrix of eight currency futures and USDX futures

Australian British Brazilian Canadian Euro Japanese Russian Swiss USDX

Dollar Pound Real Dollar Currency Yen Ruble Franc Futures

Australian Dollar 1

British Pound 0.4191 1

Brazilian Real 0.0282 -0.0167 1

Canadian Dollar 0.4600 0.2780 0.0187 1

Euro Currency 0.4621 0.6614 0.0066 0.2986 1

Japanese Yen 0.1951 0.2816 0.0129 0.1033 0.3193 1

Russian Ruble 0.0809 -0.0576 0.0464 0.0949 -0.0985 -0.0860 1

Swiss Franc 0.3884 0.6283 -0.0052 0.2419 0.9165 0.4025 -0.1596 1

USDX Futures -0.4766 -0.7051 0.0039 -0.3767 -0.9351 -0.4559 0.0983 -0.8860 1

Note. This table provides the Spearman Correlations of British pound, Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro
currency, Swiss franc, and Russian ruble futures with USDX futures from January 1999 to December 2008.
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Table 3 shows the Spearman correlation matrix for the eight currency futures. From the table one can see that the
Brazilian real and the Russian ruble have the lowest correlation for the eight currency futures (all correlations are
below 16%). The highest correlations that exist are between the Euro currency and the British pound (66%), the
Euro currency and the Swiss franc (92%), Euro currency and USDX (-94%), Swiss franc and the British pound
(63%), Swiss franc and USDX (-89%), and the British pound and USDX (-71%).

3. Methodology

In this paper we use both a GARCH (1,1) model (with a constant term in the mean equation) and the Dynamic
Conditional Correlation (DCC) model. The GARCH (1,1) model can be defined as follows:

Ye=pt e, el ~NO, hy) 3)
h=w+as., + fh,, 4)

where y, is a stochastic process with conditional mean u and ¢, as the error term. Given some past information set
(I.7) & is distributed normally with mean zero and variance &, More specifically /4, is the conditional variance,
which is modeled as an ARMA process with constantw, €./ is the lagged squared innovations, and 4, ; is the
lagged conditional variance. a and f§ are coefficients.

The DCC model, on the other hand, is merely an extension of the Constant Conditional Correlation (CCC) model.
The main difference between the two models is that the DCC model allows the correlation matrix to be time
varying. The DCC model, therefore, is unique in that it preserves the essence of a univariate GARCH model
while incorporating a GARCH-like, dynamic correlation. Accordingly, the DCC can be written as:

H, = DRD, Q)
R, = diag{Q,}""Qdiag{Q,}"” (6)
0, = SU-0-p) + ag.ies + PO (7

where H, is the conditional covariance matrix for a vector of k asset returns, R, is the time-varying correlation
matrix, D, is the kxk diagonal matrix of time-varying standard deviations from a univariate GARCH model with
\/E on the i diagonal, and Q, denotes the conditional covariance matrix of the standardized residuals. a and
are parameter matrices. In addition S denotes the unconditional covariance matrix of the standardized residuals,
while ¢, is the standardized, but correlated, residual vector.

The DCC model is constructed to permit a two-stage estimation of H,. During the first step, a univariate GARCH
model is fitted for each of the assets and the estimates of /;, are obtained. In the second step, the asset returns are
transformed by their estimated standard deviations and used to calculate the parameters of the conditional
correlation. The log-likelihood function for the DCC model can be written as follows:

E= —%Z(klog(Z;r) +log|H, |+, 'H,"r,)

:_%Z(/{ log(27z)+10g\D,R,D,‘+", 'D, lR[ lDI 1,1) ®)

:-%Z(klog(Z;r)+ 2log|D,|+1og|R |+, 'H, '81)

In order to yield consistent parameter estimates a quasi-maximum likelihood estimation (QMLE) is used. The
log-likelihood function, which can be expressed as:

L(eb 02) = LV()I(H]) + LCorr(el: 02) (9)
can be divided into two parts.
The volatility part:
1 2 .
Ly, (91)=—;Z(klog(27z)+log|D,| +r'D, 2r,) (10)
o (O &
And the correlation component:
1 r -1 '
LCorr (01362):_;Z(log|1{1|+81 R1 g —¢& gr) (11)

- 1

20



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 6, No. 5;2014

4. Empirical Results
4.1 Estimation of DCC Model

The estimate results for the GARCH model and the DCC model (Equation (5) to Equation (11)) are given in
Table 4. Because the DCC beta parameter measures persistency of correlation it is therefore able to capture
relative stability.

Table 4. DCC model results for eight currency futures

Mean Equation Variance ~ Equation DCC Estimation
Futures Contract Intercept  USDX Intercept  RESID(-1)"2  GARCH(-1) DCC a DCCB Log likelihood
Australian Dollar  0.0000 -0.6928***  0.0000 0.0397*** 0.9508*** 0.0153***  0.9832***  -6279
British Pound 0.0000 -0.7315%**  0.0000 0.0692%** 0.8757*** 0.0331***  0.9581***  -5806
Brazilian Real 0.0000 -0.1693***  0.0000 0.0421*** 0.9703%** 0.0069***  0.9079*%*%*  -6648
Canadian Dollar 0.0001 -0.2920***  0.0000 0.0313*** 0.9615%** 0.0138***  (0.9837**%*  -6433
Euro Currency 0.0000 -1.1081***  0.0000 0.2537*** 0.4107*** 0.0728***  0.6073***  -4083
Japanese Yen 0.0000 -0.6507***  0.0000 0.0763*** 0.8719*** 0.0253***  0.9715%**  -6299
Russian Ruble 0.0002 0.2280%** 0.0000 0.1334%** 0.7876%** 0.0304***  0.5178*%*%*  -6638
Swiss Franc 0.0000 -1.1663***  0.0000 0.2038*** 0.3603 0.0982***  (.3075%**  -4791

Note. The table reports the parameter estimates of the DCC model. The table shows the estimates of the mean return and variance equations,
the DCC parameters, and the log likelihood statistics for British pound, Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro
currency, Swiss franc, and Russian ruble futures. *, **, *** denotes significance at the 10% level, 5% level, and 1% level respectively.

For example, the DCC beta parameter for the Euro is 0.6073. Recall that the Euro carries a 57.6% weight in the
U.S. dollar index, which implies that the Euro will naturally be more closely related to the index. Therefore, the
fact that the Euro has such a low persistency provides clearer evidence that its stability is low. On the other hand,
the weight for the Japanese yen, British pound, and Canadian dollar are 13.6%, 11.9%, and 9.1% respectively;
but the corresponding persistency of the correlation (the DCC beta parameter) is 0.9715, 0.9581, and 0.9837.
This implies that the stability of the Japanese yen, British pound, and Canadian dollar are relatively high. Overall,
the study finds that the Canadian dollar and the Australian dollar have the highest persistency while the Swiss
franc and the Russian ruble have the lowest persistency.

Figure 1 shows the dynamic conditional correlation between each of the eight currencies with the U.S. dollar
futures. One striking feature is that the conditional correlation (noted as rho) between the Brazilian real and the
U.S. dollar and the Russian ruble and the U.S. dollar have a tendency to be near zero and often change signs.
Also, similar to the results of Table 4, the Australian dollar, British pound, Canadian dollar, and Japanese yen are
the most persistently correlated with U.S. dollar futures. However, one does observe that these relationships can
vary dramatically over the sample period.
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Figure 1. Dynamic conditional correlation

Note. Figure 1 depicts the correlation estimates from the DCC model for the British pound, Brazilian real, Australian dollar, Canadian dollar,

Japanese yen, Euro currency, Swiss franc, and Russian ruble futures from January 1999 to December 2008.

4.2 The Role Macroeconomic Variables

In this section we analysis the contributing factors to the time-varying correlations. In particular, we are
interested in a set of macro variable that representing a country’s economic growth.
rho = a + b; x Industry Poduction + b, X Inflation + b; X Risk Free Rate + b, x Money Grown (12)

Table 5 shows how a country’s macroeconomic growth impacts the varying correlations between currency
futures and U.S. dollar futures. The dependent variable is the correlation (i.e. rho), which is estimated from the
DCC model, while the independent variables are the logarithm of industry production, rate of inflation, risk-free
rate, and growth of monetary base.
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Table 5. Time-varying correlations and country characteristics

Futures Contract a bl b2 b3 b4 t-stat(a)  t-stat(bl)  t-stat(b2)  t-stat(b3) t-stat(b4) R-Square

Australian Dollar 6.5355 4.9618 -7.5949 -0.0162 -0.4779 8.07 3.28 -6.05 -0.59 -1.34 0.46
(0.8099)  (1.5139)  (1.2554)  (0.0273)  (0.3555)

British Pound 10.8987 -3.4962 -2.4196 0.0495 -0.0032 2.04 -1.54 -4.31 1.89 -0.01 0.19
(5.3537)  (2.2761)  (0.5610)  (0.0262)  (0.2223)

Brazilian Real -0.0896 0.0121 0.0096 0.0001 -0.0040 -1.26 0.24 0.47 0.69 -0.65 0.02
(0.0710)  (0.0511)  (0.0206)  (0.0002)  (0.0060)

Canadian Dollar 9.4786 -2.7364 -2.1924 0.0713 -0.0787 5.59 -3.14 -2.43 4.86 -0.39 0.65
(1.6946)  (0.8712)  (0.9011)  (0.0146)  (0.2045)

Euro Currency -0.3188 -0.0096 -0.3177 -0.0121 0.0245 -1.18 -0.13 2,12 -1.97 0.79 0.57
(0.2693)  (0.0734)  (0.1497)  (0.0061)  (0.0312)

Japanese Yen -20.0789 -2.5421 11.8469 0.4173 0.2088 -2.02 -2.61 2.61 4.48 1.08 0.38
(9.9588)  (0.9730)  (4.5341)  (0.0931)  (0.1934)

Russian Ruble 0.0242 0.1103 -0.0619 -0.0006 -0.0045 0.18 0.82 -0.84 -0.23 -0.22 0.04
(0.1373)  (0.1347)  (0.0738)  (0.0028)  (0.0209)

Swiss Franc 0.5455 0.4356 -1.0009 -0.0033 -0.0775 1.13 4.04 -3.26 -1.20 -3.12 0.15

(0.4814)  (0.1077)  (0.3066)  (0.0027)  (0.0248)

Note. This table reports parameter estimates of #ho = a + b; x Industry Poduction + b, x Inflation + b; x Risk Free Rate + by, X Money
Grown for British pound, Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro currency, Swiss franc, and Russian ruble futures
for the period from January 1999 to December 2008. Standard errors are reported in the parenthesis.

For both the Australian dollar and the Swiss franc industry production is statistically significant and positively
related with the dependent variable. The Canadian dollar, on the other hand, is statistically significant and
negatively related with rho in regards to industry production. As for inflation, with the exception of the Brazilian
real and the Japanese yen, all currency futures are negatively related and statistically significant to rho. Only the
Japanese yen is positively statistically significant for inflation. Lastly, in regards to the risk free rate and money
growth, only the Canadian dollar and the Japanese yen are positively statistically significant for the risk free rate
and only the Swiss franc is negatively statistically significant for money growth.

5. Conclusion

This study investigates the time-varying correlation between currency futures prices utilizing the DCC model,
focusing on the persistency of correlation. The study finds that the Russian ruble and the Swiss franc have the
weakest persistency while the Australian dollar and the Canadian dollar have the greater persistency. However,
the relationships do vary somewhat over the sample period. In addition, the study finds that the time-varying
conditional correlation between currency futures and the U.S. dollar futures is influenced by a country’s
macroeconomic conditions; specifically, industry production, inflation, the risk free rate and money growth.

In summary, this paper provides evidence on the persistency between different currency futures (British pound,
Brazilian real, Australian dollar, Canadian dollar, Japanese yen, Euro currency, Swiss franc, and Russian ruble)
and USDX futures and how macroeconomic growth variables impact that persistency.
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Notes
Notel. http://www.bis.org/publ/rpfx 13fx.pdf
Note 2. U.S. dollar index futures are listed on the Financial Instruments Exchange (FINEX).

Note 3. The short-coming of using the U.S. Currency Futures Index is that it is an unequally weighted index, so
the currency that is weighted more heavily, such as Euro, will inherently move more closely with the index.

Note 4. In other words, it is a weighted geometric mean of the following: Euro (EUR), 57.6% weight, Japanese
yen (JPY) 13.6% weight, Pound sterling (GBP) 11.9% weight, Canadian dollar (CAD) 9.1% weight, Swedish
krona (SEK) 4.2% weight, and Swiss franc (CHF) 3.6% weight.
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Abstract

In the present paper, first, we have carried out a study about regional deprivation in Italy and tested it with a
variable test (in this case, life expectancy at birth) to estimate its goodness. RDI index is linked with life
expectancy at birth about 60%.

Then we have divided Italian Regions into five different classes, from the “best” (less deprived) to the “worst”
(much deprived) one. In each group we have examined the working population in every sector and the share of
labourers in primary, secondary and tertiary sector, in order to verify the usual argument according to which
growth and socio-economic development go with the boost of tertiary. The tertiary sector is determined
according to ISTAT definition, which includes public administration. However, in a further step of our analysis
we separate private from public tertiary. The evolution towards the advanced “post-industrial” society is
apparently proved wrong in this case.

Keywords: deprivation in Italy, economic sectors development, factorial analysis, social economy
1. Introduction and Objectives

The faster long run growth of the tertiary sector with respect to the secondary is deemed the hallmark of the
advanced countries. However, looking at regional development, this can be not always true.

Our propose is to test this evolution in the case of Italian regional development. Therefore we calculate social
and economic deprivation in each region and compare it with the shares of labourers in different sectors.

Deprivation indexes highlight the characteristics of the population living in a defined geographical area by
measuring the similarities and dissimilarities of individuals belonging to the whole group. They are simple,
inexpensive tools generally made up of census indicators easily available and combined using different types of
statistical analysis. For this reason, deprivation indexes, after being developed in the United Kingdom with the
seminal works of Jarman (Jarman, 1983, 1984), to measure the workload of General Practitioners in England and
Wales, Townsend (Townsend, 1987; Townsend et al., 1988) to analyse health measures in the Northern regions
of the UK with particular reference to inequalities in health and Carstairs (Carstairs & Morris, 1991), for
evaluating inequalities in health within Scotland, have been widely used, spreading across many other countries,
such as, between others, Spain (Benach et al., 1999), to measure excess mortality through deprivation, Ireland
(Kelleher et al., 2002), with reference also to voting behaviour, the Netherlands (Smith et al., 2002), New
Zealand (Hales et al., 2003) and Italy (Brenna, 2007; Costa et al., 2009; Testi & Ivaldi, 2009, 2011) to measure
different level of deprivation and share public resources.

2. Methodology

We have constructed an index based on currently available data, which come directly from certified sources. It
does not require ad hoc surveys, avoiding additional costs, and can be updated in a simple and continuous
manner (Jarman, 1983, 1984; Gordon & Pantazis, 1997).

We have conducted a preliminary test on data provided by the most relevant international research bodies. The
analysis has focused on a set of variables consistent with those usually selected by current literature (Townsend,
1987; Carstairs & Morris, 1991; Noble et al., 2003; Guio, 2009; Whelan et al., 2010).
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To simplify the interpretation, one can group variables into a small number of dimensions according to their
fundamental characteristics, by means of the analysis of empirical data, or on the basis of subjective criteria. In
our case, we have chosen the first method, using factorial analysis. It is a statistical technique which represents
the set of the identified variables in terms of a lower number of underlying variables, so simplifying complex
data. Factorial analysis conveys information in the variance/co-variance matrix, trying to identify the latent
dimensions of the phenomenon (Dillon & Goldstein, 1984; Stevens, 1986). It explains the maximum possible
variance of the variables included in the original information matrix. Thus we obtain a set of new variables
through a linear transformation of the original ones, thereby reducing the number of variables needed to describe
the phenomenon.

For example, if we have p variables Xi, X;, ..., X, ..., X, measured on a sample of n subjects, the j-th variable
may be written as the linear combination of m factors F, F, ..., F,, where m < p (Hardle & Simar, 2003). Then

XJ. = kﬂE +k‘].2F2 +"'+kijm +e
where:

ki are the factorial scores for the variable j (=1, 2,3 ,..., p);

e is the part of the variable X; not explained by the factors.

Since the variables can be saturated by differing factors in almost the same way, the problem of the rotation of

factors rises. The rotation brings about the reduction of the weight of the factors that were comparatively “lighter”
in the first step of the analysis, along with the increase of the weight of the factors that were comparatively

“heavier” (note that here the absolute value is concerned) (Krzanowski & Marriott, 1995). Indeed, in a

non-rotation solution any variable is explained by two or more common factors, whereas in a rotation solution

any variable is explained by a single common factor (Johnson & Wichern, 2002). With reference to this case

study, subsequent tests, using differing algorithms for extraction and rotation, have shown the real stability of the

factors extracted (Kaiser, 1958).

According to this methodology, the indicators obtained are to be compared to a variable test to estimate their
goodness. In our study, we use life expectancy at birth. The effectiveness of the index is measured by calculating
the value of the Pearson correlation coefficient between indicators and variable test.

In order to group the regions, identify classes and discriminate amongst different levels of inequality, the
literature suggests homogenous groupings and either breaking down the distribution of indices on the basis of
parameters, or using population quintiles (Jarman, 1984; Townsend et al., 1988; Carstairs & Morris, 1991;
Carstairs, 2000).

We have decided to use population quintiles. Thus the share of laborers in one class has approximately the same
weight as in another, and any distortion due to the different demographic relevance of Italian regions is avoided.

The index distribution has been divided into five classes, class 1 identifying the regions with the lowest
deprivation. Each class is correlated with the correspondent value of life expectancy.

Then we disaggregate the labourers according to their respective productive sector, to check the prevailing sector
of activities in the regions included in each class. Note that such disaggregation must be done considering only
working population. On the other hand the classes have been established on the basis of the whole resident
population. This does not cause distortion; indeed deprivation affects both workers and their families, and even
the case of families of unemployed represents a form of deprivation. The tertiary sector is defined according to
ISTAT definitions, which include the public administration. However at the end of our analysis we separate
private from public tertiary.

Our goal is to verify the usual argument according to which the boost of tertiary goes with growth and
socio-economic development.

3. Results

The seven variables, selected according to the mentioned methodology, are indicated below:
X; =% of unemployed people compared to active (Unemployment rate);

X5 =% of households living in rented houses (Dwellers in rented houses);

X; = average number of people per room (Overcrowding);

X, = % of people with secondary education (8 years) or lower (Low education level);

X; = inequality in the income distribution (Gini coefficient);
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X5 = single-parent families;
X, = ethnic minorities.

The factorial analysis reveals that the variables are distributed on two principal components able to explain the
variance at 71% of the total variability of the model (Table 1).

Table 1. Factor analysis score and total variance explained

Table 1a. Rotated component matrix(a)

Component
1 2
Ethnic minorities -,917 -,210
Low education level ,858 ,055
Unemployment rate ,837 375
Overcrowding ,295 ,809
Gini coefficient ,408 ,759
Single-parent families ,025 ,618
Dwellers in rented houses -,539 ,575

Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization. a Rotation converged in 3

iterations.

Table 1b. Total variance explained

Component Rotation Sums of Squared Loadings

Total % of Variance Cumulative %
1 2,822 40,313 40,313
2 2,130 30,427 70,741

Extraction Method: Principal Component Analysis.

The index spans from -1,369 in Veneto, to 1,893 in Campania: if it is negative, economic and social development

are better than average; the opposite if it is positive (Table 2).

Table 2. RDI Index

Region Regional Deprivation Index (RDI) Region Regional Deprivation Index (RDI)
Veneto -1,369 Marche -0,278
Friuli-Venezia Giulia -1,176 Valle d'Aosta 0,027
Trentino -1,085 Lazio 0,300
Umbria -1,055 Molise 0,699
Emilia-Romagna -0,983 Calabria 0,731
Liguria -0,729 Basilicata 0,819
Lombardia -0,545 Puglia 1,155
Abruzzo -0,508 Sardegna 1,231
Toscana -0,461 Sicilia 1,668
Piemonte -0,332 Campania 1,893

RDI index is linked with life expectancy at birth. The Pearson correlation coefficient is rather high (-0,592): this
means that about 60% of life expectancy gradient is potentially explained by these socio-economic conditions.

The distribution of RDI index has been divided into five classes: class 1 identifies the countries with the best
socio-economic conditions (and the best life expectancy), whilst class 5 includes countries characterized by the
highest RDI index value (and the worst life expectancy) (Table 3).
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Table 3. RDI classes and life expectancy

Class  Region Life expectancy at birth
1 Veneto, Friuli-Venezia Giulia, Trentino Alto Adige, Umbria, Emilia-Romagna 82,56
2 Liguria, Lombardia, Abruzzo 82,26
3 Toscana, Piemonte, Marche, Valle d'Aosta 82,24
4 Lazio, Molise, Calabria, Basilicata, Puglia 82,17
5 Sardegna, Sicilia, Campania 81,14

In Figure 2 the five classes are put in evidence with different graphic signs.

Figure 2. RDI classes and regions

The first class includes the North Eastern Italy and Emilia Romagna. Here the Italian district model is still
granting a high standard of life. A large part of the first class corresponds to the areas labelled by CENSIS
(Centro Studi Investimenti Sociali-Observatory on Social Investment) as “Industrial Platform” and
“Multifunctional Network of Competitive Manufacture” (ABI-CENSIS, 2014). Also Umbria belongs to this
class, mainly due to its high level of education and low inequality of income; it should be noted also the
relevance of ethnical minorities, which can be explained by the University of Perugia and important institutions
of Catholic Church. In the second class are Liguria, Lombardia and Abruzzo. Here we have areas of old
industrialisation (Liguria and Lombardia) which still allows a good standard of living and Abruzzo, where
inequality in income is the lowest in Italy and the percentage of households living in rented houses is very low.
Valle d'Aosta, Piemonte, Toscana e Marche form the third class. The four regions are heterogeneous. The old
industry in Piemonte is declining without any significant balance by new models of growth. On the other hand
Toscana and Marche are based on light industry, small firms and tourism. Valle d'Aosta is often considered a
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region with good quality of life and has very high income per-capita; but it has also low education, relevant
inequality in income and many single-parent families. This explains its comparatively low score. Lazio belongs
to the fourth class which includes also four regions in Southern Italy. The bad performance of Lazio (however its
ranking is approximately so far from Valle d’Aosta as from Molise) mainly depends on the dramatic inequality in
income; furthermore, it has the highest number of single parent families. Finally, the most deprived is the class 5,
including Campania, Sicilia and Sardegna. Campania has relevant overcrowding. Sardegna shows the highest
unemployment and the lowest education. Sicilia is the most unequal in income region. Remarkably, also the cited
research by CENSIS singles out their territorial characters as social and economic imbalance, rural economy
with low growth and unstructured pattern industry-trade-tourism.

Life expectancy of each class decreases smoothly from the first (82,56) to the forth class (81,14) and slopes
steeply down to the fifth. The difference between the top and the bottom is about 2 years and 6 months. Note that
between forth and fifth class the gap is about one year (Table 3).

Then we disaggregate labourers in their different productive sectors, following ISTAT categories. The first sector
is composed by agriculture, mines and fishing. The second sector includes industry and building. As is known,
the third sector is heterogeneous, since we find there both advanced activities (banking, ICT, finance,
management consultants) and other business, e.g., small shops and personal services. It includes also public
administration.

Labourers in the first sector increase almost continuously from the first to the fifth class with a marked gap
between third and forth class; also the employment in the secondary sector decreases dramatically from class 3 to
class 4. Quite unexpectedly, the share of labourers employed in the tertiary sector rises from the first to the fifth
class (Table 4a); but the rise is less evident if one excludes public administration (Table 4b).

Table 4a. RDI class and productive sector

Class Agricultural and fishing Industry Tertiary
1 3,21% 32,63% 64,16%
2 2,07% 31,17% 66,75%
3 3,27% 29,34% 67,39%
4 5,70% 19,38% 74,92%
5 5,96% 18,12% 75,92%

Table 4b. RDI class and productive sector

Class Agricultural and fishing Industry Tertiary (P.A. Only) Tertiary (excluding P.A.)
1 3.21% 32,63% 16,40% 47,76%
2 2,07% 31,17% 15,05% 51,70%
3 3.27% 29,34% 15,96% 51,43%
4 5,70% 19,38% 21,48% 53,44%
5 5,96% 18,12% 24,39% 51,53%

4. Discussion

In our classification, life expectancy decreases uniformly. There is a sharp divide between forth and fifth class,
the last one including three regions of Southern Italy. The model of “Italy at different speeds” begins to appear.

The first immediate result is the uniform fall of the share of industry from the first to the fifth class. Particularly
there is a drop between the third and the fourth class. Note that fourth and fifth class include the Southern Italian
regions except Abruzzo, where the district model partly survives (Becattini 2003; Becattini et al., 2003) and
perhaps also the relevance of black economy is less marked.

The divide between the third and the fourth class is confirmed if we look at the share of employees in the
primary sector, which increases significantly.

Furthermore the overall tertiary sector soars uniformly, also in this case with a step between the third and the
forth class. However the split is even wider if we consider the difference between private and public tertiary. In
this case it appears the utmost relevance of the weight of tertiary in the fifth class and also in the forth, where
Rome is included. The usual interpretation of the state as employer of last resort is supported especially for the
fifth class, taking into account also the high rate of unemployment in Southern Italy. The slightly high share in
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the first class could be due to the presence of Army in the North East.

The dimension of the private tertiary sector does not show any significant trend, but there are a couple of
noteworthy cases. The lowest percentage is in the first class, where industry is relevant. The small firm system
prevailing in Veneto and Emilia Romagna tends to internalise several tertiary functions that big firms are likely
to outsource. The development of big firms makes it possible the growth of advanced services provided by
enterprises of the tertiary; such evolution can be found in the second class where Lombardia is the biggest
industrial region of Italy.

The highest percentage is in the fourth class; it might be explained by the great number of lawyers in Lazio,
Calabria and Puglia. Rome is also the capital of Italian entertainment and has a big share of labourers employed
in tourism. Furthermore, important Italian tertiary companies, like Trenitalia or Alitalia, are established in Rome.

5. Conclusions

Our paper shows that the common picture of the Italian economy running at different speeds is confirmed also if
we look at social development. Italian population may be divided into 5 equal classes, classified according to the
respective RDI. Their ranking partly mirrors the distribution of labourers between the three sectors of economy,
with the agriculture’s increasing weight and industry’s decreasing proportion as we pass from the first to the fifth
class (the most deprived). Deprivation is accompanied by the comparatively low industrial development.

The behaviour of the tertiary is different, since it increases its proportion as long as deprivation rises. The
evolution towards the very advanced “post-industrial” society is apparently proved wrong in this case. We try to
explain the oddity, splitting the sector into private and public tertiary. This allows us to single out the peculiar
role of the State as “employer of last resort”, which absorbs unemployment in the most deprived regions. On the
other hand, the private services do not show any clear trend. We can only guess that a few specific causes
(tourism, entertainment, institutions ...) engender the high record in the fourth class, whereas the Italian industrial
structure, based on small firms localised into North East and big firms in the North West, might explain the result
of the first and the second class. Further work should be done to grasp the relation between advanced tertiary and
social conditions.
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Abstract

Livedoor, a famous Japanese IT company, experienced rapid growth through the overuse of a stock split strategy.
Because of this strategy, the company faced a criminal investigation for suspicion of account rigging in January
2006. In this paper, I examine whether the Japanese stock split bubble burst not only because of system reform to
make newly issued shares tradable on their ex-dates, but also because of the Livedoor shock. To explore this
possibility, I evaluated data that were classified into specific categories: stock splits under the old system’s
conditions that prevented the trade of newly issued shares for about 50 days following the ex-date, stock splits
under the new system’s conditions, and news announced before and after the Livedoor shock. I estimated
abnormal returns for each stock on their respective announcement dates. Results demonstrate that under the old
system, trading restrictions for newly issued shares caused increases in stock prices, but the Livedoor shock
stalled these increases for split stocks. These results suggest that the stock split bubble burst not only because of
system reform but also because of changes in investor sentiment with regard to split stocks.

Keywords: stock split bubble, livedoor shock, investor sentiment
1. Introduction

In this paper, I explore the degree to which the Japanese stock split bubble burst can be attributed to changing
investor sentiment due to the Livedoor shock in addition to overall system reform.

Stock splits allot new shares to existing shareholders in proportion to their current ownership and increase the
total number of outstanding stocks. Typically, stock split announcements and executions do not affect the
company’s fundamentals or economic activities; however, stock price increases can occur in global markets on
the date a split is announced and after the stock’s ex-date. A stock price increase resulting from a stock split is
largely an anomaly that asset pricing theory, including the efficient market hypothesis, is unable to explain. As a
result, a number of researchers have sought to identify the causes of these stock price increases.

Because of the country’s unique stock split system, sudden stock price increases in Japan are different from stock
price increases in other nations. Until 2005, there was an approximately 50-day delay between a stock’s ex-date
and the date on which newly issued shares were paid to shareholders. As a result, for roughly two months
following the ex-date, the total number of tradable shares in the exchange consisted of only those that were
outstanding prior to the split. Until the pay-date, shareholders were unable to trade newly issued shares. Under
this stock split system, unique price movements, collectively known as the “stock split bubble,” frequently
occurred in Japanese markets. It was not until the new stock split system was implemented on January 4, 2006
that new shares can be traded on the stock’s ex-date, resolving the issues associated with the two-month delay.

Figure 1 illustrates the normalized average closing price of a split stock on the day before the split announcement
between October of 2001 and December of 2005 (i.e., pre-system revision) and between January of 2006 and
December of 2007 (post-system revision). In addition, to adjust the split ratios, I have multiplied the post-ex-date
price by the split factor. The solid line depicts the average price of stocks that split prior to the system revision;
the dashed line shows the average price of stocks that split following the system revision. Taken together, these
lines communicate four characteristics of the stock split bubble. First, stock prices increase roughly 5% on the
stock split announcement date, and then continuously increase. The cumulative return from the stock split
announcement date until just before the ex-date is about 16%. Second, stock prices increase sharply on the
ex-day. Third, stock prices trend upward after ex-day, but trend downward just before the pay-date. Finally, stock
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prices remain approximately steady following the pay-date, but increase to about 18% higher than its price prior
to the stock split announcement.

The dashed line in Figure 1 illustrates the average price of stocks that split after the stock split system was
revised. Unlike stock splits before the system revision, the dashed line does not display the second, third, or
fourth features described above. Although the stock price would largely rise on the date the stock split was
announced, it would immediately decrease such that it fell below a standardized score of 100 after 10 days.
Moreover, after the stock split system was revised, stock prices generally do not significantly increase.
Following the stock split system’s revision, stock prices demonstrate the tendency to increase slightly, and then
continuously increase to a limited extent. Given this, the stock split bubble seems to have burst with the revision
of the stock split system.
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Figure 1. Average price of split stock on pre-revision and post-revision

Greenwood (2009) offered four hypotheses related to the stock split bubble in Japan. Several of these hypotheses
were geared towards exploring abnormal returns reported in previous studies on stock splits. Greenwood’s (2009)
first prediction, which he referred to as the signaling hypothesis, suggested that a split announcement yields
information about the future fundamental value of a company. Generally, the market treats stock split
announcements as indicators of the company’s strong future performance (Note 1). In the first empirical research
on stock splits, Fama, Fisher, Jensen and Roll (1969) reported abnormal returns around the announcement date,
supporting the signaling hypothesis. Other related studies have reported similar findings, further supporting
Greenwood’s prediction (see Asquith, Healy, & Palepu, 1989; Lakonishok & Lev, 1987; McNichols & Dravid,
1990).

Greenwood’s (2009) second hypothesis was referred to as the liquidity hypothesis. This hypothesis predicted a
positive relationship between the number of investors in a stock and that stock’s prices. When a stock splits, its
price falls because the number of shares outstanding increases, thereby facilitating trading among small traders.
Increase in the number of investors, however, effectively diversifies risk, thereby allowing a rise in stock price.
Merton (1987) constructed model of capital market equilibrium with incomplete information. This model
indicates that an increase in a firm’s investor base increases that firm’s value. Amihud, Mendelson, and Uno
(1999) analyzed reductions in the minimum trading unit of Japanese stocks and also found that stock prices tend
to appreciate in accordance with increases in the number of investors. Finally, Guo, Zhou and Cai (2008) showed
that stock splits tend to enhance market liquidity in Japan.
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The third hypothesis, known as the illiquidity discount hypothesis, relates to decreases in liquidity until newly
issued stocks are tradable. This hypothesis predicts that stock prices will decrease when stock splits are
announced because investors require a premium for liquidity reduction and non-tradable new shares from
ex-date to pay-date. This prediction is largely consistent with Amihud and Mendelson’s (1986) prediction that
stock illiquidity is positively associated with discounts in the stock price. Because trading restrictions persist
until the pay-date, stock prices tend to be lower than prior to the split announcement. This hypothesis is derived
from a fully rational model in which traders require the premium for illiquidity; however, there was no support
for the hypothesis, as increases in stock price did not occur from an execution of the stock split.

Like the third hypothesis, the fourth hypothesis relates to changes in liquidity caused by lags in the issuing of
new shares. Unlike the illiquidity discount hypothesis, however, the fourth hypothesis (hereafter referred to as
the trading restriction hypothesis) (Note 2) predicts that stock prices will temporarily rise when the number of
suppliers (sellers) decreases. Until the stock split system was reformed in 2006, trading restrictions constrained
existing shareholders’ selling behavior.

For example, if investors feel a stock is underpriced and wish to buy, they continuously do so, even under
restrictive conditions. However, in a market where investors trade only old stocks after the ex-date, investors
who feel a stock is overpriced would benefit from selling their old holdings to the degree possible. Investors can
also take short positions on the old stocks rather than offsetting by the newly received shares on the pay-date.
However, most investors (including mutual funds, insurance companies, and small retail investors) tend not
avoid taking short positions. Moreover, it is difficult to identify and utilize a counterparty from which to borrow
shares once the split is announced. Given this, stock splits under the old system constrained the selling behavior
of investors between the ex-date and the pay-date.

The relationship between trading restrictions and stock prices is relatively straightforward. A restricted market in
which investors can sell only old stocks extracts potential suppliers of liquidity. It also increases the price impact
of trade; greater investor demand for trade during the restricted period is positively associated with stock price
(Note 3). In summary, the trading restriction hypothesis dictates that a stock’s price will rise on the split
announcement date and on ex-date, but decline on the pay-date.

Greenwood (2009) showed that the tendency for a stock’s price to rise on the announcement date and ex-date
and fall on the pay-date could be explained by the trading restriction hypothesis. Although he conceded that the
other hypotheses may have some influence on these phenomena, he argued that they were not sufficient in
explaining the pattern of returns around the ex-date and pay-date. In addition, the tendency for a stock’s price to
remain consistently higher than a pre-announcement stock price for a while following the pay-date is also
unexplainable in terms of the trading restriction hypothesis, as trading restrictions do not affect a stock’s price
after its pay-date. In this study, I explore the possibility that the stock split bubble burst, particularly as defined
by the fourth feature, as a result of changing investor sentiment.

This paper’s first objective is to empirically evaluate the presumptions that (a) prior to the revision of the stock
split system, temporary liquidity shortages caused by trading restrictions affected the stock split bubble, and (b)
stock price increases caused by trading restrictions have disappeared following the revision of the stock split
system. Additionally, this paper is designed to test whether the signaling and liquidity hypotheses have additional
validity.

This study’s second objective is to test whether the “Livedoor shock™ played a role in the bursting of the stock
split bubble. Livedoor, a notable Japanese IT company, experienced rapid growth as a result of overusing the
stock split strategy. Specifically, Livedoor performed a 3-for-1 stock split in May of 2001, a 10-for-1 stock split
in June of 2003, and a 100-for-1 stock split in December of 2003. Each time Livedoor performed a stock split,
the stock’s price spiked. Livedoor got an advantage when buying some companies in a stock swap using stock
whose price increased due to stock splits. Following this, Livedoor became representative of the stock split
bubble. The CEO of Livedoor, Mr. Takafumi Horie, was hailed as a hero of the finance markets as a result of the
company’s split strategies. However, on January 16, 2006, Livedoor and its associates faced a criminal
investigation by Tokyo District Special Investigators for suspicion of account rigging (Note 4). As a result of the
announcement of this investigation, stock prices crashed across the Tokyo Stock Market the following day and in
the subsequent weeks (Note 5).

In this paper, I consider whether the stock split bubble burst not only because the stock split system was revised,
but also because of the investigation of Livedoor. The latter altered investor sentiments such that split stocks
were indicative of a company that was performing poorly. The cognitive association between split stocks and
poor performance derived from the fact that Livedoor engaged in an extensive split stock strategy and was
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subsequently subjected to a criminal investigation. This is in stark contrast to past sentiments related to stock
splits that related splits to good company performance (Notes 6 and 7). It is difficult to differentiate the effects of
the stock split system revision and the Livedoor shock, as their respective occurrences were nearly simultaneous.
However, I was able to collect testable data because regulations associated with the new stock split system apply
to stock splits that have ex-dates after the system’s revision and many companies announced stock splits one to
two months before their stock’s ex-date. I avoid difficulties associated with separating the effects of the system
revision and the Livedoor shock by using two separate samples that are distinguished in terms of the date on
which their stock split was announced—before or after the Livedoor shock.

Though I explore many of the same concepts as Greenwood (2009), this study differs from Greenwood’s (2009)
in several fundamental ways. First, Greenwood (2009) utilized a sample of 2,094 stock splits between January of
1995 and April of 2005. My sample is comprised of 189 stock splits between October of 2001 and December of
2007. Although my sample is smaller than Greenwood’s, I utilize it in a more sophisticated fashion through the
exclusion of split stocks that changed relative dividend value to stock price between the announcement date and
pay-date. In Japan, even after stock splits, many companies tend to maintain their stock’s dividend value
(Hanaeda & Serita, 2004). This means that an increase in dividends effectively increases the stock’s price.
Therefore, to verify the effect of a stock split on the stock’s price, we exclude companies that announced changes
in dividends between the announcement date and pay-date (Note 8).

Second, Greenwood (2009) tested only the trading restriction hypothesis. In contrast, in this study, I use simple
variables to test all the hypotheses outlined above, with the exception of the illiquidity hypothesis. Third,
Greenwood (2009) neglected to discuss the reasons why post-pay-date stock prices remain higher than prior to
the announcement of a stock split. This cannot be explained by the trading restriction hypothesis because under
the old system, prices of stocks that split remain high over the long-term despite the absence of trading
restrictions following the pay-date. I believe this is an essential feature of the stock split bubble in Japan and
suggest that investor sentiment towards split stocks caused the emergence of the bubble; this sentiment (as well
as the bubble itself) disappeared as a result of the Livedoor shock. Using a sample of observations related to
stock splits (including after the rule revision), I test the three hypotheses described above, as well as the
Livedoor shock hypothesis. Specifically, I estimate abnormal returns for each stock on its split announcement
date and regress them on salient outcome variables. Results of these analyses demonstrate that (a) under the old
stock split system, trading restrictions on newly issued shares caused increases in stock prices and (b) the
Livedoor shock mitigated these split stock price increases. These results suggest that the stock split bubble burst
not only because of stock split system reform, but also because of changes in investor sentiment related to split
stocks.

To explore and describe these issues more comprehensively, I have organized the remainder of this study into a
series of interrelated sections. In Section 2, I describe the Japanese stock-split system. Following this, I detail the
effect of the Livedoor shock on split stocks in Section 3. In Section 4, I offer an account of the methods I
employed and the results of my empirical analyses. Finally, in Section 5, I offer some concluding remarks.

2. An Outline of the Japanese Stock-Split System

In Japan, listed companies actively split their stocks to increase liquidity and the number of individual investors.
The motivations for splitting stocks are two-fold. First, stock splitting has been facilitated by the October 2011
revisions in the Commercial Code (Note 9) and the “action program to promote lower stock investment units” in
September of that same year. Market participants came to realize that stock splitting tended to increase stock
prices on the date of the announcement, the ex-date, and in the subsequent days despite the fact that these
announcements did not affect the company’s fundamentals. This increase in the value of the company’s stocks
following the announcement of a stock split came to be known as the “stock split bubble.”

Figure 2 illustrates the schedule of stock splits under the old system. This schedule applied to splits for which the
base date (X) was before January 4, 2006. A base date refers to the date by which shareholders who are allotted
stock splits must be determined. Note that shareholders who are allotted new shares maintain cum rights on the
final trading day (X-4) because settlement shall be made on the fourth day following the final trading day with
cum rights. Therefore, a person who holds stocks from the ex-date (the day following the final trading day with
cum rights) has no right to receive new shares. However, even if stockholders with cum rights on the final
trading day sell all their holdings on the ex-date, he/she still has the right to receive new shares. Following the
ex-date, stocks trade at a lower price than on the previous day because a stock split dilutes stock value in
accordance with split-ratios.

Under the old system, new shares could be delivered or traded on or after the pay-date (approximately 50 days
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after the base date), not the ex-date. As a result, market participants were only able to trade old stocks between
the ex-date and the pay-date.

Figure 3 shows the stock split schedule under the revised system. This schedule is applied to splits for which the
base date (X) is on or after January 4, 2006. As a result of this revision, the pay-date is shifted from
approximately 50 days after the base date to the ex-date (X-3). As a result of this change, market participants can
trade new shares on the ex-date or the new pay-date, thereby alleviating restrictions that were in place under the
old system.

X—4 X—=3 X Y
Final trading day Pay-date
with cum rights [ Ex-date ] [ Base date J and
Effective
— _/
Y
approximately 50 days

Figure 2. Schedule of the stock split on pre-revision (before 2006)

X—4 X—=3 X X+1
Final trading day Ex-date [ Base date ] [ Effective date ]
with cum rights and
Pay-dat

Figure 3. Schedule of the stock split on post-revision (after 2006)

3. The Effect of the Livedoor Shock on Split Stocks

In this paper, I argue that the Japanese stock split bubble burst not only because of the reformed stock split
system, but also because of the negative effect of a criminal investigation on Livedoor stock. In this section, I
discuss how the Livedoor shock negatively affected not only the prices of past split stocks, but also current split
stocks.

Performing analyses to this end is problematic, given the identification of a valid sample to confirm the impetus
behind the fall of Livedoor stock prices. If the sample includes stock split data under both the old and new
systems, it may possibly interact with the other system on the day of the Livedoor shock.

If a sample is comprised of data related to pre-revision stock splits that did not have new issues on the date of the
Livedoor shock, the value of the sample stocks on the date of the Livedoor shock may decrease before the
pay-date. At this time, it is impossible to distinguish between the respective effects of the Livedoor shock and the
delay of new issues under the old system. Therefore, when collecting data from before the system’s revision, it is
necessary to collect only that data related to stocks that split which have already issued new shares. In contrast,
observations with ex-dates before the Livedoor shock, but after the system’s revision include three companies.
Given the small number of observations in my sample, it is necessary to utilize data that has been collected from
split stocks that have been announced, but not completed, before the Livedoor shock.

The remainder of this section is dedicated to demonstrating that the Livedoor shock affects stock splits
regardless of the stock split system in practice. To do so, I utilize two separate samples: pre-revision splits and
post-revision splits. Pre-revision splits refer to those stock splits that were completely finished under the old
system, but prior to the Livedoor shock (such as A-stocks). More specifically, the sample comprising
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pre-revision splits includes the splits for which the pay-day is between November 1, 2005, and December 31,
2005, under the old system. Because this sample is comprised of exclusively pre-revision splits, they were
affected by the Livedoor shock. The other sample is comprised of stocks for which their splits had already been
announced, but had not been implemented under the new system prior to the Livedoor shock (referred to as
B-stocks). Because they implemented the splits after the Livedoor shock, (Note 10) all stocks in this sample were
subject to the regulations of the revised stock split system.

Table 1 displays the abnormal returns for A-stocks on the day of the Livedoor shock. The raw returns for all
stocks were negative and had an average of -4.19%. Similarly, all adjusted abnormal returns (with the exception
of two stocks) were negative; their average was -2.36% (Note 11). The average standardized abnormal return
was significant and negative at -9.94%. Taken together, these results indicate that the Livedoor shock
significantly influenced the prices of stocks that split under the old system.

Table 1. Abnormal return of A-stocks on the date of the Livedoor shock

Security Code Actual Return AR SAR
T2395 -6.94% -6.15% -28.07
T2674 -1.92% -0.78% -4.31
T3770 -13.19% -9.13% -16.37
T4082 -3.44% -0.97% -3.85
T4295 -4.53% -1.33% -5.02
T4464 -3.32% -3.09% -21.74
T4799 -0.33% 0.67% 3.28
T6869 -1.92% 0.83% 4.88
T7741 -3.13% -1.85% -17.31
T7867 -3.18% -1.79% -10.91

-4.19% -2.36% -9.94
t-value -31.44%**

Note. *** p < .01.

Table 2. Abnormal return of B-stocks on the date of the Livedoor shock

Security Code Actual Return AR SAR
T2593 -0.26% 1.76% 11.64
T2792 -2.16% -0.58% -2.50
T3387 -7.19% -8.17% -10.95
T3955 -1.04% -0.77% -5.94
T4722 0.38% 2.34% 8.95
T5727 -3.62% -0.74% -2.49
T7616 -3.06% -2.72% -13.18
T8198 -0.80% -0.23% -1.25
T8519 -11.51% -10.74% -59.79
T8570 -1.00% 1.07% 7.79

-3.03% -1.88% -6.77
t-value -21.42%**

Note. ¥** p < .01.

Table 2 summarizes the abnormal returns for B-stocks on the day of the Livedoor shock. The raw returns for all
stocks (except one) were negative. Their collective average was -3.03%. Like the A-stocks, the adjusted
abnormal returns were largely negative and averaged -1.88%. The average standardized abnormal return was
also significant and negative (-6.77%). These results suggest that the Livedoor shock significantly affected
stocks that split under the new system as well.

Because both samples were comprised of a small number of stocks (N = 10) (Note 12), I used the market
adjusted model to calculate the abnormal returns. Results of these calculations are listed in Table 3. The adjusted
average returns for A-stocks and B-stocks were -2.62% (t =-21.25, p <.01) and -2.20%, (t=-10.37, p <.01).
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Taken in concert, these results suggest that the Livedoor shock significantly affected split stocks.

Table 3. Abnormal return on the date of the Livedoor shock using matching portfolio approach

Observation AR t
A-stocks 33 -2.62% -21.25 Hkok
B-stocks 20 -2.20% -10.37 Hkx

Note. Abnormal returns are calculated by using a market adjusted model (deducting average return of the correspond sector). *** p < .01.

4. Data and Empirical Method
4.1 Data

The sample consisted of common stocks listed on Tokyo Stock Exchange (TSE) that split between October of
2001 and December of 2007 with a factor greater than 1.5-to-1.1 retrieved data related to the stocks’ ex-dates and
pay-dates from the TSE and the stock split announcement dates from the Nihon Keizai Shimbun. To avoid the
influence of variables other than the stock splits, I excluded stocks that yielded a dividend that changed from the
announcement date to the pay-date. As a result of these inclusion and exclusion criteria, the final sample
consisted of 189 stock split events. I obtained corresponding price and financial data from the Nikkei Economic
Electronic Database System (NEEDs).

Table 4 illustrates the distribution of the 189 observations in terms of split factor across the various years
between October of 2001 and December of 2007. As evidenced by Table 4, my sample is comprised of split
events characterized by split factors that range from 1.5 to more than 10. Stock splits that are performed with
split ratios of 1.5-for-1, 2-for-1, and 3-for-1 account for the vast majority of all splits in the sample (84.7%). For
the 2006 data, the figures in parentheses represent the number of split stocks for which splits had already been
announced prior to the Livedoor shock. Ten stocks split under the new system and were announced before the
Livedoor shock.

Table 4. Distribution of stock split by year and by factor

Year Split Factor

1.5 2 2.05 3 4 5 =10 Total
2001 2 2
2002 1 5 1 3 10
2003 1 10 1 1 14
2004 3 29 6 2 1 2 43
2005 5 26 1 7 5 6 50
2006 6(4) 30(4) 10(1) 1(1) 3 50(10)
2007 2 14 2 3 21
Total 18(4) 116(4) 1 26(1) 8 14 6 189(10)

Table 5 illustrates the frequency of stock splits by industry. The TSE classifies all listed companies into one of
ten industries. As evidenced by Table 5, splits occur in 7 of these industries. Given that splits occur frequently in
the manufacturing, transportation and communication, wholesale and retail, and service industries, Table 5
demonstrates that our data are essentially representative of all firms listed on the TSE.

Table 5. Industry distribution of sample stocks

Industry Number of stocks
Construction 4

Manufacturing 54
Transportation and Communication 32

Wholesale and Retail 39

Financial and Insurance 6

Real Estate 16

Service 38

Total 189
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Table 6 summarizes the descriptive statistics associated with split stocks. The average raw return for stocks on
the date on which their split is announced is 4.6%. Pre-split turnover is based on the average daily turnover for
the period between 135 business days prior to the announcement date and 16 business days prior to the
announcement date. Post-split turnover is based on the average daily turnover during the 15-day period
following the pay-date. Both turnovers are measured in millions of yen. In my measurement of post-split
turnover, I did not include the securities if their outstanding stock volume on pay-date was changed from
announcement date to pay-date except by stock split to avoid effects other than the stock split. The average
post-split turnover falls below the average pre-split turnover. Stock splits are generally considered effective
actions for promoting market liquidity, but this not may be the case here. Although they defined average daily
volume following a stock split using the ex-date rather than the pay-date as a baseline, Guo, Zhou, and Cai (2008)
reported a decrease in post-split volume on the Tokyo Stock Exchange between March 1996 and December
2005.

Table 6. Descriptive statistics for split stocks

N Mean S.D. Median Min Max
Raw Return on Announcement Date 189 0.046 0.081 0.034 -0.159 0.413
Pre-Split Turnover 189 1.060 3.158 0.179 0.002 27.66
Post-Split Turnover 164 0.987 2.889 0.211 0.003 28.82
Earnings Growth (-1) 140 0.882 7.159 0.160 -3.658 84.25
Earnings Growth (0) 157 0.729 6.748 0.182 -4.590 84.25
Earnings Growth (+1) 170 -0.093 1.626 0.049 -13.162 5.636

To represent the average growth rate of operating profit, (-1), (0), and (-1) respectively represent the previous
accounting period, the current accounting period, and the next accounting period. For instance, the average
growth rate for the current accounting period was calculated by subtracting the operating profit rate during
current period from the operating profit rate during the last period. The average growth rate during the previous
accounting period was 0.882. The average growth in period following a split is 0.729. These results provide
empirical support for the signaling hypothesis, indicating that a manager may split stocks if he/she anticipates an
increase in the operational profit rate.

4.2 The Calculation of Abnormal Return

To calculate abnormal returns, I employed an event study methodology with a market model. An event study
methodology calculates abnormal returns surrounding the date of an event date. In this paper, I follow Campbell,
Lo, and MacKinlay (1997) to calculate abnormal returns. Specifically, I used the following market model:

Ri,t = ai + ﬂiRm,t + gi,t’ E[gi,t]: 05 Var [gi,t]: 0-2 (1)

1

where R;, and R, respectively indicate actual returns for security 7 and market return on trading day ¢. ¢;, is an
error term with average 0 and volatility a7, a;, f; and o7 are the parameters of the market model. For the
purposes of the current study, the estimation window for the parameters was [-135, -16] trading days prior to the
announcement of the stock split. I did not include a security if its outstanding stock volume changed from the
date of the split announcement to the pay date (except by stock split). These securities were excluded to avoid
any unforeseen effects caused by other events. For a market index, I utilized the value-weighted Tokyo Stock
Exchange Section | index (TOPIX). Because I calculated abnormal returns as per equation (1), I calculated
abnormal returns on event date t, AR;, as follows:

ARi,t = Ri,t - d[ - IBA,‘RM,, (2)

where ¢, and /3’, are estimates of o; and f;, respectively. Using this equation, I calculated (a) the abnormal

returns for the 15 days centered on the announcement date and (b) the standardized abnormal returns for each
company while accounting for differences in security volatility (i.e., dividing the stock return by its
corresponding standard deviation).

4.3 Testable Hypotheses

In this study, I seek to demonstrate the trading restriction hypothesis and the ways in which the Livedoor shock
affected investor sentiment. To do so, I treat abnormal returns on the announcement date as the model’s outcome
variable. Moreover, there are three days that could be used as event dates related to the stock split: the
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announcement date, the ex-date, and the pay-date. I focus on abnormal returns on the announcement date
because new expectations related to a stock split influence stock prices on that day. Although trading restrictions
may affect a stock’s price on its ex-date and pay-date, other factors unsatisfactorily explain the effect of investor
expectations on stock price on those days. By treating abnormal returns on the announcement date as the
outcome measure, it is possible to gauge changes in stock price and investor sentiments before and after the
stock split system was revised.

To explore whether stock price is higher after that stock’s pay-date relative to its announcement date (perhaps
because of the Livedoor shock), it is necessary to compare stock returns from before the stock split
announcement to those after the pay-date (but before the Livedoor shock). In addition, to identify and gauge the
perpetual effect of the revised system with the Livedoor shock, it is necessary to compare the returns on the
stock that implemented a split under the new system before the Livedoor shock, with the returns on the stock that
implemented the split under the new system after the Livedoor shock. However, there are only three stocks that
have been split under the new system before the Livedoor shock. As a result, the sample associated with this
analysis is quite small, preventing my ability to test whether rising prices of split stocks were resolved by the
Livedoor shock. Instead, I explore whether stock split announcements incite negative investor sentiment in the
wake of the Livedoor shock.

To do so, I employ the following regression equation:

AR, = const.+ - D, + f,- D LS, + f3,- ILL, + B, - D _ILL + B, - T0, 3)

+6-0 10+, -CE L1, +B,-CE_0,+f,-CE_1,+p,-AR 10, + ¢,

The dependent variable is the abnormal returns on the announcement date. D is a dummy variable that equals
one if the ex-date is after the stock split system was revised, and zero otherwise. D LS is a dummy variable to
indicate whether a stock split announcement occurred after the Livedoor shock; it equals one if the
announcement date is after the Livedoor shock and zero otherwise. ILL signifies illiquidity (which is calculated
with equation (3) below). D _ILL is an interaction term that incorporates D and /LL. TO represents turnover with
a relaxed trading restriction. D 7O is an interaction term that is comprised of D and 70. CE LI, CE 0, and
CE I represent operating profit growth rate during the last accounting period, the current accounting period, and

the next accounting period, respectively. Finally, AR TO signifies the growth rate of daily average turnover for
the period before the split announcement and after the pay-date.

The trading restriction hypothesis dictates that abnormal returns occur because of a stock’s temporary illiquidity
resulting from a stock split under the old system. I predict that there will exist a positive relationship between the
magnitude of trading restrictions (/LL) and abnormal returns. Following Greenwood (2009), we define:

Trading Restrection (ILL) = (1-1/split factor) x Turnover (TO) 4)

On the right-hand side, (1-1/split factor) indicates the proportion of total outstanding stock that is temporarily
untradeable following the stock split. Multiplying by the average turnover allows for the estimation of a
predicted loss of turnover under trading restrictions.

In addition, I examine the degree to which stock splits affect investor sentiment. It is possible that psychological
effects are not proportional to trading restrictions. If investor expectations related to price increases disappear
following the revision of the stock split system, we would expect the revision of the system to mitigate the
relationship between positive investor sentiments and stock price.

To study this effect, I incorporate a dummy variable to represent whether a stock split after the system was
revised (D). If a stock’s price increases as a result of investor sentiment, but this effect is mitigated by the
system’s revision, then the effect of D on stock price is negative.

Note that while D is assigned on the basis of the ex-date, the dependent variable is the abnormal return on the
announcement date. Although these dates differ, the ex-date affects the stock price at the announcement date
regardless of when the ex-date occurs. This is because on the announcement date, investors are aware of whether
the split will take place under the new system or the old system by the ex-date.

The trading restriction hypothesis suggests that under the old system (but not the new system), /LL affects stock
returns on the announcement date. As such, one would expect that the coefficient associated with D_ILL will be
opposite to (and largely cancel out) the coefficient associated with /LL under the new system. Therefore, I expect
that f; > 0 and that §; = -f,.

Greenwood (2009) argued that turnover (70) serves to relax trading restrictions. I predict that there will exist an
inverse relationship between pre-split turnover and the effect of trading restrictions that result from the stock
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split. As a result, stock prices can be suppressed. Moreover, I expect turnover to exert a negative effect on stock
price. As with /LL, we expect this effect to disappear following the revision of the stock split system. Therefore,
I expect the coefficient of D TO to offset the coefficient for 70 under the new system. As such, I believe that fs
<0 andﬂ5 = -ﬂg.

Next, we consider the Livedoor shock hypothesis, which states that investor expectations of rising prices due to a
split stock disappeared because of the Livedoor shock in January of 2006. If this prediction is true, price
increases that would materialize on the announcement date would disappear following the Livedoor shock. To
explore this possibility, I developed a dummy variable (D_LS) to indicate whether a split was announced before
or after the Livedoor shock. D_LS equals one if the split announcement was made after the Livedoor shock and
zero otherwise. If price increase expectations caused by a stock split are disappear after the Livedoor shock, then
the effect of D_LS on stock price should be negative (i.e., 5, < 0).

In addition to the above, I test the validity of the signaling and liquidity hypotheses. The signaling hypothesis
dictates that the market reacts positively to split announcements. To test this possibility, I employ operating profit
during the last accounting period (CE L1), the current accounting period (CE_0), and the next accounting period
(CE 1) as predictor variables. I expect each of these variables to positively influence stock price (i.e., 57> 0, fs >
0, and Sy > 0).

To test the liquidity hypothesis, I utilize the daily average turnover growth rate from the period before the split
announcement to after the pay-date as a predictor (4R_7T0O). More specifically, I utilize a growth rate that divides
the average turnover between the pay-date and after 15 business days by the average turnover. I expect this effect
to improve liquidity and exert a positive effect on stock price (f;5> 0) (Note 13).

5. Empirical Results

Table 7 reports the results of the estimation of equation (4). Model 1 contains the results of a regression analysis
that incorporated all explanatory variables. The coefficient for ILL (f;) was 4.717 (t=2.67, p <.001). The test of
the coefficient condition (f; = -f,) is not rejected by an F-test (Note 14). This result suggests that the rule
revision canceled out only the increased price under the old system. Taken together, these results provide support
for the trading restriction hypothesis.

In addition, the coefficient for 70 indicates that it is a negative predictor of abnormal returns. The test of the
coefficient condition (85 = -f) is not rejected by an F-test. This result means that, after the revision, the pre-split
turnover has no effect for the price of split stock. It also supports the trading restriction hypothesis. The
coefficient for D indicates that whether a stock split occurred after the revision of the stock split system is not a
significant predictor of abnormal returns, suggesting that the revision of the stock split system did mitigate
expectations that stock prices would rise as a result of a stock split. Results also showed D LS to be a significant,
negative predictor of abnormal returns. This indicates that the disappearance of the stock split bubble after 2006
is attributable not only to the revision of the stock split system, but also to the criminal investigation of Livedoor
and associated fallout across the TSE.

Coefficients associated with the variables for operating profit (CE LI, CE 0, and CE_I) were non-significant,
and fail to support the signaling hypothesis. Similarly, the coefficient for the growth rate of turnover (AR_TO),
which serves as a proxy for improving liquidity, is also non-significant. As such, our results also fail to support
the liquidity hypothesis.

AR, = const .+ B, - D, + B, -D LS, + B, -ILL, + B, - D _ILL, + B, - 10
+ B, -CE L1, + B, -CE _ 0, + B, -CE 1, + B, AR 10, + &,

Table 7. Cross-sectional regression results for the abnormal return on announcement date

Model 1 Model 2 Model 3
coef. t coef. t coef. t
D 1.494 1.38 1.022 0.93 1.021 1.05
D LS -2.98 -2.78 ok -2.377 -2.11 ok -2.416 -2.45 *k
ILL 4.717 2.67 ok 4.829 3.13 Hokk 4.561 2.64 ok
D ILL -4.366 -2.26 ok -4.598 -2.59 ok -4.152 2.2 **
TO -3.814 -2.72 ok -3.97 -3.28 ok -3.691 -2.7 ok
D TO 3.63 2.44 ** 3.804 2.84 Hokk 3.477 2.4 *k
CE L1 0.024 0.75 0.027 0.88
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CE 0 -0.1 -0.29
CE 1 -0.017 -0.09
AR TO -0.124 -1.65
_cons 2.699 7.28 HoAk 2.549 7.93 HkE 2.575 8.02 ok
R? 0.154 0.095 0.112
obs. 124 189 140
The tests of the coefficient conditions for the trading restriction hypothesis
(1) B3 = -pa 0.20 -0.66 0.07 -0.79 0.28 -0.59
(2) Bs = -Bs 0.14 0.7 0.08 -0.77 0.2 -0.65
Table 7. Continued
Model 4 Model 5 Model 6
coef. t coef. t coef. t
D 0.847 0.71 0.938 0.85 1.562 1.55
D LS -2.37 -1.96 * -2.372 -2.11 ** -2.75 -2.69 HoHk
ILL 5.705 2.77 woHk 5.469 3 ok 5.331 34 woHk
D ILL -5.292 -2.34 ** -5.231 -2.59 ** -5.075 -2.92 HoAk
TO -4.651 -2.85 woHk -4.473 -3.11 HoHk -4.336 -3.5 Hokk
D TO 443 2.56 *x 4.302 2.78 HoHk 4.166 3.13 woHk
CE L1
CE 0 -0.024 -0.64
CE 1 0.031 0.21
AR_TO -0.055 -1.04
_cons 2.77 7.59 woHk 2.632 7.61 HoHk 2.391 7.67 HoHk
R? 0.092 0.098 0.098 0.124
obs. 157 170 170 164
The tests of the coefficient conditions for the trading restriction hypothesis
) ps=-p4 0.20 -0.66 0.07 -0.79 0.28 -0.59
(2) ps = -Ps 0.14 -0.7 0.08 -0.77 0.2 -0.65

Note. The test statistics of the coefficient conditions are the F statistics. P-values are in parentheses.

*¥*Ep <01, ¥* p<.05, * p<.10.

That our results have failed to support the signaling or liquidity hypotheses could be overshadowed by a
correlation among the three variables related to operating profit growth rate and turnover. Given this, I utilize
each of these variables separately for inclusion in the regression analysis. The results of these analyses are
respectively presented as Models 3 through 6. Despite analyzing them separately, none of the results support the
signaling or liquidity hypotheses. That said, all results of all regression analyses support the trading restriction
and the Livedoor shock hypotheses. Model 2 is related to the regression analysis in which all variables related to
the signaling and liquidity hypotheses were excluded. These results are robust, thereby providing consistent
support for the trading restriction and the Livedoor shock hypotheses (Note 15).

6. Conclusion

In Japan, stock splits became an increasingly popular strategy after 2001. While stock splits grew in popularity,
prices of those split stocks increased at the announcement date and ex-date. Post-pay-date stock prices were also
substantially higher than pre-announcement stock prices. Taken together, these phenomena comprise what has
become known as the “Stock Split Bubble.”

Foremost, in this paper, I demonstrated that the Livedoor affair not only decreased the price of Livedoor-related
companies, but also the prices of stocks that had split in the past as well as those that split contemporarily. In
addition, I have used data that compounds pre-revision and post-revision stock prices to provide support for the
trading restriction hypothesis. Results show that the trading restrictions contributed to the formation of the
bubble before the stock split system was revised, but had no effect on stock prices following the changes to the
stock split system. Further, our data provided no empirical support for the signaling or liquidity hypotheses.
Perhaps more importantly, our results showed that although revisions to the stock split system may have
contributed to the destruction of the stock split bubble to some degree, the Livedoor affair was also a

43



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 6, No. 5;2014

contributing element to the burst.

In summary, our analyses have provided empirical support for the trading restriction and Livedoor shock
hypotheses, but not the signaling or liquidity hypotheses. Despite these findings, methodological shortcomings
associated with our analyses restrict the degree to which I can definitively conclude that the latter two
hypotheses have no merit. If data are available, it may be useful to utilize the difference between corporate
earnings at split announcements that were forecast by managers or analysts and actual earnings as the predictor
of the signaling hypothesis. In addition, it may similarly be useful to utilize the number of shareholders to test
the liquidity hypothesis. In short, future research should employ more complex and comprehensive methods to
more definitively support or refute the signaling and liquidity hypotheses.
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Notes

Note 1. The signaling hypothesis also represents a possible explanation as to why managers execute stock splits.
The signaling hypothesis suggests that managers declare stock splits to communicate positive information related
to the future prospects of his/her company.

Note 2. The second hypothesis implies an increase of liquidity after pay-day; the third and fourth hypotheses
imply a decrease in liquidity before pay-date.

Note 3. The influence of such a restriction on stock price is comparable to the influence of short selling
regulations, as stock prices are more affected by investors with optimistic private information, even if
information related to the future value of a stock is normally distributed (Miller, 1977). Several researchers (see
Chen, Hong, and Stein, 2002; D’Avolio, 2002; Diamond and Verrecchia, 1987; Duffie, Garleanu, and Pederson,
2002) have suggested that stock prices do not necessarily reflect the outlooks of traders who are pessimistic or
have private information related to the overvaluing of a stock.

Note 4. Horie Takafumi was arrested for violating the Securities and Exchange Act. He was convicted of account
rigging in April of 2011.

Note 5. At the time of the Livedoor shock, there were 606,338,627 total outstanding units of Livedoor. This
accounted for roughly 45% of all units listed on the Tokyo Stock Exchange. Therefore, a rush of sell orders for
Livedoor stock incited a breakdown in the TSE trading system by exceeding its capacity for daily orders.

Note 6. This behavior can be explained by the “representativeness heuristic” (Tversky & Kahneman, 1974).
Until 2005, a stock split represented an increase in stock price, which was considered good news by investors.
However, following the Livedoor shock in January of 2006, a stock split came to represent a company’s poor
performance.

Note 7. In its January 17, 2006 evening edition, the Nihon Keizai Shimbun reported the sliding price of a
company that split in the past, indicating that market participants have largely focused interest on companies
relative to stock splits following the Livedoor-shock .

Note 8. Additionally, my sample is smaller than Greenwood’s because 1 collected 1.5-for-1 split events after
October 2001, when the Commercial Code revised.

Note 9. In the revision of the Commercial Code, the net assets per value regulation was abolished, and the unit
stock system was introduced, making it possible for issuing companies to set the stock investment unit freely and
flexibly by a resolution at a board of directors meeting.

Note 10. I also considered creating another sample comprised of stocks that implement splits under the revised
system prior to the Livedoor shock. However, only three companies would have provided valid data for this time
frame. Given that these data would have been insufficient for hypothesis testing, this sample was not created.

Note 11. I explain the method for calculating abnormal returns using the market model in the following section.

Note 12. Kothari and Warner (2007) reported that the statistical power associated with these tests is sufficiently
high given that the event window is only one day. Therefore, any issues related to sample size are likely minimal.

Note 13. As a proxy for liquidity, I used traded volume rather than turnover. However, I found that this proxy had
no significant influence on abnormal returns. I additionally used dummies to respectively indicate whether a
stock was from the information-communications industry or a venture startup. Neither of these dummies had a
significant effect on abnormal returns.

Note 14. This statistic is calculated such that F =(RSSR—USSR/r)/(USSR/n—k—1) where RSSR is the
restricted sum of squared residuals, USSR is the unrestricted sum of squared residuals, n is the number of
observations, k is the number of explanatory variables, and r is the number of restrictions (in this case, r =1).
This F statistic is distributed as F(r,n—k —1). For the test of the restriction that S, = -/, , I used the restricted
sum of squared residuals from the following restricted regression model:
AR, = const.+ B,-D,+ 3,-D LS, +f,-ILL + f,-TO,+ fB,-D_TO, +
+B,-CE_Ll,+B,-CE_0,+8,-CE_1.+f,-AR_TO, +¢,
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where ILL equals /LL if the ex-date is after the system revision and zero otherwise. For the test of the
restriction such that f; =—f, I used the restricted sum of squared residuals from the following restricted
regression model:
AR, =const .+ B, D, +B,-D LS + B, ILL,+ B, D _ILL +f.-TO,
+pB,-CE _Ll,+B,-CE _0,+B,-CE _1,+p,,-AR _TO, + ¢,
where 7O equals 7O if the ex-date is after the system revision and zero otherwise.

Note 15. I also separately tested the signaling and liquidity hypotheses during pre-revision and post-revision
periods. To do so, I used interaction terms that incorporated D and CE LI, CE 0, CE 1, and AR_TO, separately.
None of the results associated with these analyses provided empirical support for the hypotheses.
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Abstract

Women smallholder farmers (WSFs) play great roles in ensuring food security at household level as a poverty
reduction strategy, but they are faced with a number of constraints that deprive them from fulfilling their
potential as farmers, food producer, provider and entrepreneur. In evaluating the constraints on WSFs toward
ensuring food security at houschold level as a poverty reduction strategy, this study focused on examining
variables such as the women’s level of education, access to resources, technology, family size, as well as the
agro-inputs. The results showed that 58% of respondents were food secured, while 42% of the respondents were
food insecure. Also more than 60% of smallholder farmers in the study area are women, though their efforts and
the mechanization of agriculture has marginalized them, and women are more considered as consumers than
producers. Morever, WSFs have been less appreciated and continue to suffer from limited access to resources
and opportunities especially in agriculture sector. A Logistic regression analysis showed that five out of eight
variables analyzed were significant at the 5% level (p < 0.05), However, to ensure that research results are
utilized and WSFs have access to new irrigation service technology, markets, education, capital, farms, as well as
the agro inputs, the government and public and private development sector have to support and integrate short
and long-term development initiatives and make sure that the initiatives are conceived and implemented with
special consideration of women as smallholder farmers.

Keywords: Morogoro-Tanzania, women-smallholder farmers, constraints, food security, household
1. Introduction to the Problem

As the most challenging issues in the world, food security has been defined as existing when all people at all
times have access to sufficient, safe, nutritious food to maintain a healthy and active life (FAO, 1996; Babatunde,
Omotesho, & Sholotan, 2007). Most African countries, including Tanzania are primarily agrarian while
smallholder farming predominate agriculture sector. The term smallholder farmers only refer to their limited
resource endowment relative to other farmers in the sector (Dixon, Abur, & Watterbach, 2005). Usually
smallholder farmers own small-based plots of land on which they grow subsistence crops and one or two cash
crops relying almost exclusively on family labour (Todaro, 1989). Most of the smallholder farmers are women,
which contribute to an average of more than 60% of the agricultural labour force in Tanzania (Ministry of
agriculture food and cooperatives, 2012). They are the integral participants to the success of the agriculture
sector (McCarney, 1991). Women smallholder farmers represent the majority of the rural poor population in
developing countries (Rekha & Mary, 2008). As smallholder farmers, women play a great role in ensuring food
is available at all the time in their households. They usually engage in subsistence farming to provide food for
household consumption while men engage in cash or export crops. They dominate food production with labour
contributions of 50-85% of the total agricultural labour (McCarney, 1991). Banana (2012) revealed that
women’s primary responsibility in Sub Saharan Africa is to feed the family and only after that they can engage in
other income generating activities.

Despite the fact that women play a great role in ensuring food availability and accessibility at households, but
they are faced with a number of significant barriers such as inequality in access to and control over inputs and
resources such as land, labour, improved seeds, fertilizers, capital/credit and the like that could smooth their
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effort in agricultural production and processing. They also face barriers in rural cooperative groups, access to
extension education and training, improved technology and marketing services, (FAO, 1998). Action Aid (2011)
reported that women are important as food producers, and that the development efforts that target food and
agriculture must recognize the unique roles and constraints that face women. Banana (2012) also revealed that
even though women provide the majority of labour in agricultural production, but their access to and control
over productive resources is greatly constrained due to inequalities constructed by patriarchal norms.

Women smallholder farmers (WSFs) in Tanzania are engaged in subsistence farming, they are using simple
agricultural production inputs and most of the time they depend on unreliable climatic conditions. Despite the
role of WSFs in ensuring food security in Tanzania, many areas including the study area use to experiencing
seasonal food shortage and WSFs’ role in the economy has often been underestimated. Their work in agriculture
has long been invisible since they often are not recognized as productive farmers, and rarely receive appropriate
farming inputs, extension services, and training or benefit from new agricultural research and technologies.
Women often are expected to provide unpaid farm work, and bear a disproportionate burden of care and
reproductive roles within the family and the community (World Bank, 2010). In 2009 the Tanzanian government
in collaboration with public—private partners established the program called “Kilimo Kwanza” in Swahili
means “Agriculture First”. The program uses National Agricultural Input Voucher Scheme (NAIVS) for
supporting farmers, especially smallholder farmers in bringing a green revolution and also helping farmers to
shift from subsistence to commercial farming. It has been established after failure of a number of programs
aimed to support farmers. Similar to the previous program, this one also lacks means that directly target women
smallholder farmers from those that have historically targeted men.

This paper aims to examine the constraints on women smallholder farmers’ efforts in ensuring food security at
the household level since we know that women are the key food producer and processor. They play a key role in
food production and yet have less access to technology, inputs, education, labour, capital/credit than men do. The
study also aims to identify women’s potentials in ensuring food security and improving livelihoods at household
level. The result will provide evidence to researchers, policy makers, the government and other development
practitioners on the women potentials and constraints that hinder their efforts to be fulfilled. Then, appropriate
measures must be taken into account for achieving food security and increasing food production at large.

1.1 Factors Contributing to Household Food Insecurity

Food production in many African countries is generally low since most of the farmers depend much on rain fed
agriculture that is unpredictable and therefore food security is minimal (Sumaye, 1993; Mwaipopo, 2004). In
countries like Tanzania, the main cause of food insecurity is climatic conditions due to the fact that rain-fed
agricultural still dominate food production in the agricultural sector, but there are other factors such as
insufficient supply and/or serious delays and uncertainty in the delivery of inputs for food production such as
seeds, fertilizers, pesticides to farmers, use of poor technology, inflations, farmers low level of income and many
more. Food availability depends much on production, trade and stock holding. Shortfalls in food production
and/or in food availability through trade can lead to food insecurity due to price rises or a breakdown in
distribution channels. (Yambi, Kavishe, & Lorri, 1990; Ndiyo & Urassa, 2001) pointed out that farmers may
suffer from poor crop yield due to drought, floods, or pests either individually, at the village, ward, or Districts
level. The poor weather conditions and natural hazards such as drought and floods contribute to low agriculture
production. Inability to adopt new technology and fail to afford modern farming methods that can speed up agro
products in the country such as the use of tractors while cultivating, and applying agro inputs all affects food
production hence food insecurity. In addition to that, most of women smallholder farmers (WSFs) as the main
producers lack enough capital to purchase agro inputs and adoption of new technology of farming which has a
great effect on agricultural yields. Socio-cultural factors like traditions/customs and norms, especially in the
division of labour overload women who are the main food producer since they use to spend most of their time on
domestic activities’/household chores such as taking care of their families rather than food production. Women
also lack education concerning the aspects that influence the distribution of food and consumption patterns of
household. The majority of poor people in developing countries lives in rural area and they depend much on
agriculture as a source of food as well as the source of income. Unfortunately, rural sectors which are based on
agriculture have been neglected and instead urban sector has been given priority which focuses on
industrialization, also the little attention which agriculture has received, has focused on creating conducive
environment for middle and large scale than smallholder farmers.

48



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 6, No. 5;2014

2. Materials and Methods
2.1 Description of the Study Area

The study was conducted in Morogoro region at Msowero ward, the ward is found in the eastern part of Tanzania.
Agriculture is the main economic activity and the area is suitable for agricultural food production for a variety of
cash and food crops. The ward comprises of five villages and sample was selected from all five villages namely
Msowero, Mvumi, Mambegwa, Makwambe and Mhowe. Women are the major food producer and income
earners in ensuring food security, but they are somehow ignored in agricultural extension education and other
opportunities for development.

2.2 Data Collection and Analysis
2.2.1 Data Collection

The study has captured both types of data, primary and secondary data. Primary data were obtained from the
field area, a structured interview supported by personal observations and discussion with key informants was
used to collect primary data while secondary data were obtained from extension officer progressive reports,
journals, and various documents from the village and ward office. A sample of 100 women smallholder farmers
with an average of 20 respondents from each village was selected using multistage sampling technique, first
stage was purposive sampling were the women smallholder farmer was selected, and then from there simple
random sampling technique was used to select respondents. The respondents involved in the study include
selected women smallholder farmers, both workers and non workers from all five villages in the study area,
village chairpersons, Ward Executive Officer (WEQ), Agriculture Extension Officer (AEO) as local government
officers and Eastern Zone Irrigation and Technical Services Units (EZITSUs).

2.2.2 Data Analysis

The research employed descriptive and econometric techniques for analyzing data collected. Descriptive analysis
was used to find out the frequencies, means, and minimum and maximum values with the help of SPSS 20 and
MS-Excel. Food Security Index (Zi) was constructed and food security of each household was determined based
on the food security line (daily calorie required). To set up food security status of women smallholder farmers,
Food Security Index (Zi) was also formulated and rooted the food security status of each woman smallholder
farmers based on the food security line using the Recommended Daily Calorie Required (RDCR) approach as
used by Babatunde et al. (2007). Women smallholder farmers whose Daily Calorie Intake was the same or higher
than Recommended Daily Calorie Required were considered food secure while those WSFs whose Daily Calorie
Intake below the Recommended Daily Calorie required were considered food insecure. The Food Security Index
(Zi) is specified as:

vi
R
Where by: Z; is the Food security status of i/ households that takes 1 for food secured and 0 for food insecure

households. Y; is the Daily per capita calorie intake of i household. R is the recommended per capita daily
calorie intake (2260 kcal).

The logistic regression model was used to establish the constraints on women smallholder farmers in ensuring
food security at households as a function of a set of independent variables/ determinants.

Zi= (1

3. Results and Discussion

Table 1 below presents summary distribution of respondents’ characteristics for selected samples of WSFs food
security status with respective variables. The results show that most of WSFs (women smallholder farmers) food
insecure households (69.6%), have primary level, are farmers (85.2%), either widowed (38.1%) or divorced
(33.3%), have a high dependency ratio (64.3%) and small farm size (54.4%).
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Table 1. Descriptive statistics

Frequency (%)

Characteristics Secure Insecure Mean
58% 42%

Education level

None 0 9.3 2.35

Primary 413 69.6

Secondary level 32.6 21.1

Tertiary education 26.1 0

Occupation

Farmer 543 85.2 1.99

Farmer and Employed 26.1 0

Farmer and Small Scale Business 14.8 19.6

Marital status

Single 27.6 9.5 2.51
Married 345 19

Divorced 22.4 38.1

Widowed 15.5 333

Family size

Less or equal to 5 people 63.8 35.7 1.64
More 5 people 36.2 64.3

Farm size

Less than 2 acreage 41.8 54.4 1.55
Less or equal to 5 people 58.2 42.6

Source: Field survey March 2013—August 2013.

The study reveals that the socioeconomic status of WSFs households (Table 2) was generally low, and it has a
direct impact on the food security status of the households. Most of the WSFs depend only on farming as their
main source of income and food for consumption. They don’t have other economic activities to boost up their
earnings. In general, majority of WSFs in the study area was found to have small farm size, low level of
education, large family size and were more likely to experience any kind of household food insecurity. Previous
studies consistent with this says, variables related to socioeconomic status of households such as low level
education, large family size and so on contribute to food insufficiency among the households (Lino, 1996; Sharif
& Ang, 2001; Ferdoushi & Chamhuri, 2013). Women have a lower socioeconomic status, compared to their male
counterparts, which limits their opportunities to access and participate in formal groups (Woldu, Tadesse, &
Waller, 2013).

Table 2. Socioeconomic status of WSFs households

Category No. %
High socioeconomic status 21 21
Middle socioeconomic status 32 32
Low socioeconomic status 47 47
Total 100 100

Source: Field survey March 2013—August 2013.

The results in Table 3 for food security indices were based on the recommended daily calorie intake (R) set by
FAO of 2260 kcal, it was observed that the average per capita calorie intake in the area was 2182kcal. Average
per capita calorie intake for WSFs who are food secure were 3145 kcal with 1421 kcal for WSFs who are food
insecure. The results also find out that only 39% of the population was able to meet the recommended per capita
calorie intake throughout the year, 33% can meet the recommended calorie intake of 2260 kcal seasonally while
28% cannot either. Furthermore, 15.9% of WSFs who are food secure and 46.8% of WSFs who are food insecure
have under five years’ old children. The average household size was 6 persons, while for food insecure
households were 9 persons and 5 persons for food secure households.
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Table 3. Summary of WSFs food security indices in the study area

Variables Food secure Food insecure Total
Number of households 58 42 100
Respondents’ household (Adult %) 58 42 100
Percent of households with U5 year’s children (%) 159 46.8 14.6
Average households/family size. 5.41 8.63 6.12
Food security Index (Z;)

Mean 1.56 1.27 1.42
Standard Deviation 0.502 0.449 0.496
Average per capital intake. 3145 1421 2183

Source: Field survey March 2013—August 2013.

A logistic regression model was performed to determine the constraints toward the WSFs effort in ensuring food
security at houschold level. The results as presented below in Table 4 shows the estimated value of the
coefficient of the model (B), Wald (y°), Sig., and Odds ratio (Exp B) of variables.

It showed that family size, access to resources such as land and capital and agro-inputs like pesticides when
needed, access to modern technology like irrigation services and extension education/ training, participation in
rural women's co-operative group in the area and the cost of food production were significant, indicating the
constraints towards the WSF effort in ensuring food security at household level in the study area.

Family size: The investigation finds out that this variable has a negative coefficient significant at the 5% level
(p< 0.05), implying that an increase in family size, decreases the probability of the household being food secure,
ceteris paribus, and hence it constrains the WSF effort towards ensuring food security at households. The results
show that 26 out of 35 households with more than 5 people in their households do face food shortage during off
harvest season; this is approximately equal to 74.3%, while 12 out of 39 households with between 3—5 people
which approximately equal to 30.7% do face food shortage. The analysis reveals that for an additional family
member in a given household in the area leads to decrease (by 17.4%) in the amount of calorie intake. Also the
bigger the female- headed or unmarried women's families that also comprise of children and elders were reported
to be at high risk of food insecurity compared to male-headed families (married women), except for families
with energetic and active members the situation was different. Families with energetic and active members
(excluding elders and children) were more advantageous as they can offer farm labour in the household and to
other people to get income on a cash basis. This result is in line with Netsanet (2009) and Berhanu (2011)
showed that, poverty in the female-headed households have a direct relationship with household size. According
to the world report study conducted in Tanzania (World Bank, 2000; Setotaw, 2006), farm households with large
family size and women-head had significantly lower levels of food security.

Access to resources such as Land and Capital: As far as the results are concerned, this variable was positive
and statistically significant at the 5% level (p < 0.05). This implies that a percentage increase in access to
resources such as land, capital increases the chance of the household being food secure by 3.448 times than the
food insecure household, ceteris paribus. This means that the inability to access to resources such as land and
capital constrain WSF effort towards ensuring food security at households. The study also finds out that the
majority of smallholder farmers have few assets and they only depend on land as collateral for capital/credits.
Moreover, even though discrimination in land and property rights based on sex or religion is prohibited by the
Tanzanian constitution, but customary law limit women’s rights, they are given access to family or communal
land whereas their rights can be deprived in the course of divorce or widowhood. Consistent with that, Tegegne,
(2012) finds out that in Ethiopia women’s access to land was limited, and they depend upon their marital status,
i.e., access to land was granted only through marriage since most of the women in the study were married and
are entitled to their husband’s land. Interviewed women said that they cannot apply for loans (capital) from
banks or other financial institutions because of a number of obstacles like high interest rate, limited amount of
loan that can be applied, collaterals barrier and short period for repaying the loans. Eriksen (2008) revealed that
demand for collaterals and/or guarantors, high interest rate, tightness of the deadlines for repaying the loans,
frequency of repayment schedules, the rigorous procedures for obtaining loans as well as restrictions on the
amount of loan allowed are among obstacles on the way to credit services for women in Addis Ababa.

Access to agricultural inputs like seed, fertilizer and pesticides when needed: The coefficient of agro-inputs
like seeds, fertilizer, pesticides is also positive and significant at the 5% level (p< 0.05) which indicate that a
percentage increase in access to agricultural inputs like seeds, fertilizers and pesticides to WSFs increases the
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probability of a household being food secure. WSFs efforts are constrained by their inability to access
agricultural inputs like seed, fertilizer and pesticides when needed. This was consistent with the study from
Kenya, which revealed that female headed households have much lower adoption rates for improved seeds and
fertilizers. Credit constraints also limit the access of female-headed households to fertilizers in Benin and
Malawi (Minot, Kherallah, & Berry, 2000). Ndiyo and Urassa (2001) also finds out that women smallholder
farmers’ access to agricultural inputs and technologies is constrained by their lack of access to credit and
membership in rural organizations, gender-blind development programs and lack of attention to the needs of
women farmers in research. Despite the fact that new established agricultural program in Tanzania called
‘Kilimo Kwanza’ means ‘agricultural first’ in Swahili targeted the area where rice farmers have access to
irrigation, and maize and/or rice production regions, data from Zone Irrigation and Technical Services Units
(ZITSUs) revealed that few of the WSFs benefits from irrigation services, most of the beneficiaries are men (62
women by 111 men in the study area).

Modern technology and Agricultural extension education/ training: The results show a positive and
significant coefficient at the 5% level (p < 0.05) of access to Modern technology and agricultural extension
education/ training to WSFs. This implies that a percentage increase in access to modern technology and
agricultural extension education/ training to WSFs (ceteris paribus) increases the probability of being food
secure and hence reduce constrain toward their effort in ensuring food security at households. Mechanized
farming not only enables efficient utilization of various inputs such as fertilizers, pesticides, seeds, and use of
water for irrigation, but also helps in improving yields and hence poverty alleviation. The majority of women
smallholder farmer’s are still practicing rudimentary farming, farming activities are done manually, which is
time-consuming, since they can’t afford to hire tractors/new technologies for food production (as to out 173
beneficiaries, only 62 are women while 111 are men). Furthermore, women are not only a key producer of food,
but they also perform household chores, most of the time they do not have enough time to attend extension
education/ training programs for existing/new technologies. A study by Tegegne (2012) in Ethiopia revealed that
29.4%, of women had training on agricultural technologies, 50.3% had no training in agricultural technologies
and 20.3% partially participate in training on agricultural technologies. This tends to constrain woman's farmers’
ability to improve yield, earnings and efficiency in agriculture.

Cost of food production: This variable was significant at the 5% level (p < 0.05). It has a negative coefficient
(-1.516) which implies that an increase in the cost of food production decreases the probability for the household
to be food secure. The study revealed that WSFs in the study area has no or little access to credit and agriculture
incentives which can help them to engage in sustainable agricultural practices, since without credit farmers
cannot manage to buy inputs such as seeds, fertilizers, hire labour force and adopt improved technologies. High
cost of food production especially in the farm inputs, technology, labour force, transport and changes in weather
conditions for rain-fed agriculture, influence demand and supply for food products, and are still the key
determinants of agricultural prices. WSFs are more affected with the high cost of production due to the fact that
they rarely access credit and also most of them fall under the low socioeconomic status category in the study area,
so they cannot afford farming expenses especially hiring labour force, new technology, inputs and so on. The
cost of production, storage and distribution of food items is expected to be high which will have a negative
impact on food security at household as well as national level (Ferdoushi & Chamhuri, 2013).

Other variables:

Food storage facilities: This variable has a positive coefficient that was significant at the 10% level (p < 0.1),
which means that the use of poor food storage facilities increase the probability of being food insecure and vice
versa. Poor food storage facilities and use of poor processing methods constrain WSFs efforts in ensuring food
security at households, this is due to the fact that it leads to high post harvest losses of food and hence food
insecurity. In line with this study Imonikebe (2010) pointed out that the provision of processing and storage
facilities by the government could minimize post harvest losses and promote food security. WSFs plays a greater
role in every stage of food production, so in order to reduce food waste women should be empowered so that
they can access modernized food storage facilities and food processing methods.

Earning per month: WSFs households earning per month has a positive coefficient but was not significant. The
result was against the expectation, this could be due to fact that most of the WSFs didn’t know exactly what they
earn and others didn’t want to tell the truth about their earnings. Most of the WSFs in the study area rely on
agriculture as their main income generating activity and food source, but they grow their crops in less than two
hectares of land and they still practice a rudimentary farming approach which is time consuming and can lead to
a lot of food losses. Normally WSFs in the study areca depend on subsistence farming alone, they lack
diversification alternatives/activities they lack opportunities, knowledge about techniques and/or innovations so
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as to maximize their income through farming and non-farm activities. This finding is consistent with Mwaipopo
(2004) who find out that there are few other income generating options currently exist for women that can be
carried out in the village, as compared to men who can work outside the village and migrate for work.

Rural co-operative group in the area: Coefficient for this variable was positive but not significant to the model.
This result was contrary to the expectation, this could be due to the fact that there are few co-operative groups in
the area, and they also lack proper information about the importance and benefits they can get from their
participation in a rural co-operative group. Despite the fact that WSFs’ participation in a rural co-operative group
increases the probability of their household being food secure since it holds much potential for socially and
economically poor farmers, few of them do participate. When WSFs’ access to or participation to rural
cooperative groups is restricted, their ability to make their views and opinions known to policy makers and
development planners is restricted, which will obviously constrain WSFs to carry out their roles in agriculture
and food security. Only 14% of the interviewed WSFs were members of the rural cooperative group in the study
area, most of them were female household heads, more educated and unmarried women. In line with this a study
Oxfam International (2013) and Thomas et al. (2006) found that older, wealthier, those received education,
unmarried, female household heads are more likely to be members of agricultural cooperatives as compared to
other women.

Table 4. Estimates of logistic regression of determinants constraints to WSFs in ensuring food security Women’s
potential in ensuring food security at household level

Variables Coefficient ~ Wald Sig. Exp (B)
Family size. -1.749 3.897 .048%* 174
Earning per month. 1.358 2.582 .108 3.889
Resources such as land and capital. 1.566 6.397 011%** 4.788
Agro-inputs like pesticides when needed. 1.588 5.755 .016%* 4.892
Modern technology and agricultural extension education/ training. 1.385 3.968 .046%* 3.993
Rural co-operative groups in the area. 516 515 473 1.675
Food storage facilities. 1.221 3.249 071%* 3.390
Cost of food production. -1.516 5.802 .016** 220
Constant -8.019 5.652 .017 .000

Note. Dependent variable Asterisks **p <0 .01 and *p <0 .01. Source; Field survey March 2013—August 2013.

Women smallholder farmers usually play multiple roles as farmers, entrepreneurs, food producers and providers
and also they perform household chores. The analysis on the women’s potential in ensuring food security at
household level in Msowero ward has shown that though they play great roles in ensuring food security at all
levels, many households headed by women were food insecure. Low purchasing power, lack of the employment,
lack of access to resources, land, credits, inputs, extension education/ training and modern technology that could
assist in food production were the main constraints toward their efforts. They need control and access to services
that could make the implementation of their daily activities especially food production activities smoothly. They
need financial support, easy access to credit that could assure them of better seeds, fertilizers, timely crop
plantation, increase their yields and finally they can be able to sell their surplus at a better market price. Also the
Government in collaboration with other development practitioners could help them to access irrigation services,
to build food storage facilities for surplus production, establish food processing industries so as to add food value
and reduce food waste, build better roads and transportation infrastructure to improve food distribution from
farm to market, and find the market for their surplus. All these services are important to smallholder farmers in
rural areas like Msowero ward because it will reduce barriers preventing smallholder farmers especially rural
women in fulfilling their potential as food producers, farmers and/ or entrepreneurs that also hinder their efforts
in ensuring food security at all levels. The results from the study area conclude that age of household heads,
education level, family size, farm size and household income are the most important factors explaining
determining women'’s potential in ensuring food security.

4. Conclusion and Recommendations

The constraints discussed in this paper are some of the key aspect that decelerates the progress of women
smallholder farmers (WSFs) towards success. The study showed that even though WSFs play a great role in
ensuring food security at households, they are faced with a number of constraints which restrain their efforts.

53



www.ccsenet.org/ijef International Journal of Economics and Finance Vol. 6, No. 5;2014

WSFs do participate in farming, supply a large percentage of the labour force (more that 80%), participate in
local food processing activities, and household chores. But they’re the more constrained group, since they lack
access to potential services which could smooth their agricultural production activities, most of them are
illiteracy which restrain their ability to demand for appropriate services when needed, also it act as a barrier for
them to adopt new technologies which might help them to increase productivity hence improve food security for
their households. WSFs as a key food producer not only needs access to agricultural production resources and
supporting services, but also control over resources that could help them in food production process so that to
abolish male- centered production systems at the expense of women’s effort. Furthermore, having few WSFs that
participate in rural co-operative groups in the area is in one way or another result of traditional practices, lack of
information about the presence/benefits or importance and/or lack of motives to join the group.

For the government and development practitioners, they should consider these constraints to WSFs while making
policies and developing various plans for development like “Kilimo Kwanza” agriculture first’ for green
revolution since most of the plans and programs are “Gender blind”, they don’t consider the importance of WSFs
in bringing about changes to the agriculture sector in the Country. Therefore:

1) WSFs should be empowered so to increase their chances to access resources and various services for
agriculture and food production.

2) They should be policies that might favour WSFs and enable them to compete with men in various fields
especially the field of agriculture.

3) The WSFs illiteracy rate should be reduced, this is the serious issue which could help them to demand for
their right in the case, adopt new technology when arise and participate in decision making.

4) Consideration of WSFs in various programs established should be taken seriously.

5) Though customary laws of Tanzania have the same status in the courts, something must be done by elders
and local leaders so as it can give equal chance to both men and women in case of property inheritance.

However, it is important to be aware of the role played by women smallholder farmers and the constraints they
encountered, subsequently to establish a number of policies and provide with assistance to assist them in
ensuring food security and improving livelihoods at households and moreover, reducing the economic and social
gap between men and women in all over the entire world.
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Abstract

The main purpose of this paper is to examine the role of the protection of intellectual property rights (IPR) in
Arab countries to encourage developed countries to transfer their technologies to Arab countries and its impact
on economic growth using panel data of seven Arab countries in terms of patent protection, foreign direct
investment (FDI) and the specific characteristics of each country for the period 1970-2011. The results of our
simultaneous equations model suggest that FDI affects negatively growth in total factor productivity (TFP). They
show that IPR protection stimulates TFP growth by attracting FDI and technology flows.

Keywords: protection of intellectual property rights, foreign direct investment, economic growth
1. Introduction

The potential role of IPR in technology transfer through FDI is a relatively new topic of research. Few
theoretical studies have examined the nature of the relationship between IPR protection and FDI. They show a
strengthening of IPR improved incentives for innovation in developed countries if this building would increase
FDI (Lai, 1998). Some empirical studies have come to highlight a significant relationship between IPR
protection and FDI (Lee & Mansfield, 1996; Maskus, 1998; Park & Lippoldt, 2008).

The main purpose of this work is to study the role of IPR in technology transfer through FDI and economic
growth in the case of Arab countries. Note that the relationship between IPR protection, FDI and economic
growth are still poorly understood , particularly in the case of developing countries. On the one hand, some
studies are conducted around the links between FDI and economic growth in a host country by ignoring the role
of IPR protection (Blomstrom et al., 1994; Borensztein et al., 1998; Balasubramanyam et al., 1999; Xu, 2000;
Lee, 2001). On the other hand, a limited number of studies have examined the relationship between IPR
protection and economic growth while ignoring the role of FDI (Gould & Gruben, 1996; Park & Ginarte, 1997;
Xu & Chiang, 2005; Falvey & Foster, 2006). The results of these studies are ambiguous.

Compared to the literature, this work aims to estimate the effects of IPRs on technology transfer through FDI and
economic growth in the case of Arab countries using a two-equation model. Studies on the effects of IPR
protection using a two-equation model are sparse and inconclusive in the case of developing countries. Park and
Ginarte (1997) investigated the role of IPR protection in the accumulation of factors of production and economic
growth. Xu and Chiang (2005) studied the role of IPR protection in technology transfer through the flow of
foreign patents and economic growth.

To investigate the relationship between the IPR protection and economic growth on the one hand and between
the IPR protection and FDI on the other hand, we will proceed as part of this work, a two-equation panel model
for a sample of seven Arabic countries over the period 1970-2011.

The rest of the paper is organized as follow. In section 1, we review the empirical literature on the relationship
between the IPR protection and economic performance. Section 2 discusses the empirical set-up of our model,
the data employed and the results. In section 3, we summarize our results and provide concluding remarks.

2. Review of the Empirical Literature

While theorists are still far from complete work on the issue that focuses on channels through which the IPR
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protection influence and can influence the economic sphere.

Several empirical studies have emerged, with the aim to provide additional arguments to the controversial
association between IPR protection and economic performances. In what follows we will, move to a review of
the empirical literature on the subject.

2.1 Technology Transfer Related to FDI and Economic Growth

The new growth theory has highlighted the key role of technology transfer through FDI in accelerating growth in
developing countries. More particularly, according to the model of Borensztein et al. (1998), the introduction of
capital goods accounted for by the presence of the flow of FDI leads to technical progress, the source of
economic growth. According to this model, FDI is a means of transmission of knowledge production and
dissemination of new innovations and new methods of production, thereby lowering costs borne by domestic
producers.

However, according to some studies, the volume of broadcast technology in the host country is generally
influenced by its absorption capacity. Indeed, the role of FDI in improving productivity will be more important
in a country with higher absorption capacity where local firms are able to absorb new technologies transferred
and apply new techniques acquired production.

A first group of studies consider that the contribution of FDI to growth is enhanced by the level of development
of the host country (Blomstrom et al., 1998; De Mello, 1999). They show that the effect of FDI is more
important for developing countries with high incomes. In other words, there is a minimum level of income below
which FDI has no significant effect on growth.

A second group of empirical studies show that FDI contributes to the economic growth of developing countries
that if they have a minimum stock of human capital that enables them to use the technology diffused
( Borensztein et al., 1998; Xu, 2000; Lee, 2001). Indeed, they show that for developing countries, a minimum
threshold of human capital is required to benefit from FDI and more accurate way to benefit from foreign
technology. However, the majority of developing countries have not reached this threshold.

A third group of empirical studies indicate that the presence of a sufficient degree of openness in the host country
is a key factor for successful technology transfer and diffusion favored by FDI techniques. In other words, trade
policies in the host countries appear to affect the magnitude of the induced growth of FDI since there is a link
between trade regimes and economic growth in the long term (Balasubramanyam et al., 1996; De Mello, 1997).

2.2 The Relationship between IPR Protection and Economic Growth

A limited number of empirical studies have examined the relationship between IPR protection and economic
growth. Their results are mixed.

According to Gould and Gruben (1996), IPR protection stimulates economic growth if it is accompanied by a
policy of trade liberalization. The authors have demonstrated a positive and significant effect of IPR protection
on economic growth for all developed countries and developing countries. More specifically speaking, the
authors show that the effect of IPR protection is more important for relatively open economies. By encouraging
initiatives to innovate, IPR protection may influence the growth of an open country.

According to Park and Ginarte (1997), IPR affect economic growth indirectly by stimulating the accumulation of
factors of production such as physical capital and R&D capital. In fact, Park and Ginarte (1997) indicate that the
IPR indicator has a direct and non-significant effect on the GDP per capita growth rate for a sample of developed
and developing countries over the period 1960—1990. Their results show that IPR protection encourages the
research sector to invest and take risks. This consequently stimulates economic growth.

The empirical results of Xu and Chiang (2005) show that IPR protection affects economic growth indirectly by
attracting flows of foreign patents. At first, the authors considered the inflows of foreign patents as a determinant,
among others, of the rate of growth of total factor productivity (TFP) of a country. In a second step, the authors
consider the system of IPR protection and trade openness as determinants of inflows of foreign patents in a
country to the extent that the decisions of foreign inventors to patent in a country are associated with their
commercial activities in the country.

According to other studies, IPR protection stimulates economic growth of a country based on a certain level of
development. The effect of IPR protection on the growth rate of GDP per capita is positive and statistically
significant only for developed countries (Thompson & Rushing, 1996).

Other studies found that the relationship between IPR protection and economic growth is nonlinear. It depends
upon the level of development of a country as well as the structure of its economic defined by the share of
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manufacturing value added in GDP and the degree of openness ( Falvey et al., 2004; Falvey & Foster, 2006).
2.3 The Relationship between IPR Protection and FDI

According to the theory, a strengthening of IPR protection in the South would improve the incentives for
innovation in the North if the transmission channel of production from North to South is the FDI. Strengthening
IPR protection is interpreted as incentive given by the South to encourage Northern FDI (Lai, 1998).

Specifically, Lai (1998) indicates that the effects of strengthening IPR protection in the countries of the South on
the pace of innovation, on the transfer of production and on relative wages depend on the transfer channel
production North to South.If the transfer channel production is imitation, stronger IPR protection in the South
decreases the rate of innovation, the rate of product transfer and the relative wage in the South. The effects go in
the opposite direction if the transfer of the production takes place through FDI. If the transfer of production from
North to South is via imitation, stronger IPR protection has two opposing effects. On the one hand, it reduces the
rate of imitation in the South and extends the duration of a monopoly of each innovator in the North. That’s
increases the returns to innovation. On the other hand, the increase in production in the North stimulates the
demand for Northern labor and increases the relative wage. Therefore, the cost of innovation increases thus
reducing the profit earned by each innovator. Ultimately, the second effect outweighs the first and the rate of
innovation declines.

If the transfer of production from North to South is via FDI, strengthening IPR protection in the South has the
effect of increasing the rate of innovation in the North and to encourage the transfer of Production from North to
South. Indeed, following the increase in monopoly power, the returns to innovation increases without increasing
costs. Northern firms will locate in the South, which reduces the demand for labor in the North as well as costs.

Empirically, some studies show a significant relationship between IPR protection and FDI. IPR protection is
likely to influence not only the volume of FDI but also the quality of FDI (Lee & Mansfield, 1996; Seyoum,
1996; Maskus, 1998; Smarzynska, 2004). Theses studies have not linked the effects of IPR on FDI to long run
growth.

Seyoum (1996) finds that IPR protection is significant in explaining FDI. For a sample of 27 countries studied
over the period 1975-1990, the author observed a positive effect of IPR protection on total FDI flows. However,
this effect is not significant in developing countries. In contrast, Maskus (1998) finds that IPR protection has a
positive impact on the FDI stock held by U.S. firms in the case of developing countries.

Lee and Mansfield (1996) show a positive correlation between the strengthening of IPR protection and the flow
of inward FDI in a host country. The authors tested the relationship between the volume of U.S. outward FDI
flows in 14 countries (mainly in South America countries and the South East Asian countries). They find that the
coefficient on IPR protection is positive and statistically significant implying that strong protection can attract
more FDI. In addition, they emphasize the existence of a link between IPR protection and composition of FDI.
Their study shows that the technology intensity of FDI tends to increase the effectiveness of anti-counterfeiting
legislation in the host country. This result is confirmed by the study of Smarzynska (2004) which showed a
significant effect of weak IPR protection on the composition of FDI flows. It discourages foreign investment in
sectors with high technological intensity.

Similarly, Park and Lippoldt (2008) show, other things being equal, that IPR significantly and positively
influences the stock of direct investment received by developing countries. Their work, conducted for a panel of
developing countries over the period 1990-2005 also shows that IPR attract foreign direct investments in
technology-intensive sectors ( such as chemicals and machinery) .

3. Methodology
3.1 Empirical Strategy

The model that we aim adopt comprises two equations that will be estimated simultaneously. The first equation
explains the growth rate of TFP. The second equation shows the relationship between FDI and IPR protection. In
the model, the IDE will be an endogenous variable in the second equation and appear as an exogenous variable
in the first equation. IPR protection will be a common predictor for both equations. The empirical analysis uses a
panel data set consisting of nine periods 1970-1974, 1975-1979, 1980-1984, 1985-1989, 1990-1994, 1995—
1999, 2000-2004, 2005-2009 and 2010-2011. The model is estimated in a first time for a sample of seven Arab
countries and Iran is added in a second stage. The sample of Arab countries including Egypt, Iraq, Jordan,
Mauritania, Morocco, Saudi Arabia and Tunisia. The estimation period is 1970-2011.
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Equation 1: Equation of TFP growth

The first equation explains the growth rate of TFP. It is built from the growth models that estimated the effect of
FDI (Borensztein et al., 1998). It is also enriched by models that introduce the effect of IPR protection (Park &
Ginarte, 1997, Gould & Gruben, 1996).

It is assumed that FDI, human capital, IPR protection and the initial technological level are determining the rate
of TFP growth of a developing country and that a developing country starts with a low level of technology. The
initial technological gap between developed countries (source of direct investment) and the host country is large.
Thanks to technology transfer through FDI, it is expected that the developing countries will grow at a faster rate,
which would imply some form of convergence. However, this process of convergence is conditional, so that the
growth rate depends, given an initial technological gap, on national policies and other variables that influence the
growth rate of the host country. To test the convergence hypothesis, the majority of empirical studies introduce a
measure of the initial situation in their growth regressions. Thus, the first equation can be written as follows:
GTFPR; = ag +oyqlog(yg)it +ap log(ayss)y +a3 log(IDE), +ay4logDPl; +¢&; (1)
with: 1 mean a country, t means the period of time; GTFP is the average growth rate of TFP of a country
calculated on periods 1970-1974, 1975-1979, 1980-1984, 1985-1989, 1990-1994, 1995-1999, 2000-2004,
2005-2009 and 2010-2011. Log (yy) is the logged level of per capita GDP at the begging of each period. Log
(ayss) is the logarithm of average years of secondary schooling for people over 15 at the begging of each period.
log (FDI) is the logarithm of the average ratio of net inflows of foreign direct investment in GDP. Log (IPR) is

the logarithm of the Park and Ginarte indicator of IPR defined for the initial year of each period, € is an error
term.

The first equation differs from the existing literature by estimating a growth regression where FDI and IPR
protection are introduced simultaneously.

Equation 2: Relationship between FDI and IPR

The second equation explains the FDI IPR protection in the host country. It is built from models of Park and
Lippoldt (2008) and Lee and Mansfield (1996). It is also assumed that the developing country’ attractiveness of
FDI depends on the level of its human capital and its economic stability. The latter manifests through inflation
with an expected adverse effect.

This effect is the loss of competitiveness of the host country of FDI, thus discouraging foreign investors. In
addition, civil liberty is assumed crucial in attracting FDI. The second equation is:

log(FDI) , =B, + B, log(IPR), + B,log(atys), + Bsciv.libe, + [,inflation , + &', (2)
where: 1 denotes a country and t denotes the time period, variables log (FDI) and log (IPR) have the same

definitions as in Equation 1. Log (atys) is the logarithm of average years of total schooling for people over 15 at
the begging of each period.

Civ.lib is the average of the indicator of civil liberty calculated on periods 1970-1974, 1975-1979, 1980-1984,
1985-1989, 1990-1994, 1995-1999, 2000-2004, 2005-2009. It’s defined at the begging of period 2010-2011.
Inflation is the average rate of inflation (measured by the GDP deflator). &’ is an error term.

i

We also consider an alternative specification in which we include freedom status in place of civil liberty. The
third equation is:

log(FDI), =3, + B, log(IPR), + B, log(atys), + [, freedom, + B,inflation, +&',  (3)
Freedom is is the average of the indicator of freedom status calculated on periods 1970-1974, 1975-1979, 1980—
1984, 1985-1989, 1990-1994, 1995-1999, 2000-2004, 2005-2009. It’s defined at the begging of period 2010-
2011. The indicator is the average of two variables « civil liberty» and “private property”.

Finally, our model is written as follows:
GTFR = ay+oqlog (¥ )iy + @, loglayss)y +5 1og(FDIY +o;loglPR, +&;,

log(FDI), = £,+8, 1og(IPR),, + 5, log(atys),,+ Civ.Lib, ( freedom )+ S,inflation +£';,

Since all equations are over-identified, the model is over-identified. It is estimated by the method “Seemingly
Unrelated Regressions (SUR)”.
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3.2 Data Sources

Data on TFP and per capita GDP are from Feenstra, Robert C., Robert Inklaar and Marcel P. Timmer (2013), “The
Next Generation of the Penn World Table”. We use the index of patent rights developed by Park and Ginarte (The
authors think Walter Park for providing updated data on the IPR index). This index is based on five categories of
patent laws: extend of coverage, membership in international patent agreements, provisions for loss of protection,
enforcement mechanisms and the duration of protection. Average years of secondary schooling for people over
15 and average years of total schooling for people over 15 are from Barro and Lee (2011). Data on ratio of net
inflows of foreign direct investment in GDP and inflation was down from World’s Bank’s World Development
indicators (2013). Data on civil liberties and freedom status are from Freedom House (Freedom in the World
Country Ranking 1972-2011).

3.3 Empirical Results

Tables 1 and 2 show the results of estimating the model for the first sample (Arab countries) and for the second
sample (Arab countries and Iran). In the last two regressions in Table 1, the variable civil liberty is replaced by
the variable “freedom”.

Note that the coefficients are elasticity that are interpreted as relative changes that provide information on the
variation dependent variable following a unit change in the variable in question.

The results in Table 1 show that:

- The coefficient of initial GDP per capita is negative in all equations and statistically significant. Suggesting a
convergence of the sample countries, that growth is accelerating away from the stationary state is slowing and in
reasonable proximity thereto.

- The effect of human capital (average years of secondary schooling) on TFP growth has the expected positive
sign and is statistically significant at the 1% level.

- Foreign direct investment has negative influence on the economic performance of these countries in most cases.
This can be explained by the fact that the conditions inside the host country may appear predetermining both in
the ability to attracting FDI with a chance to transform the specialization of the host country and the
implementation mechanisms of overflow in the local production. Indeed, with, among others, inadequate basic
infrastructure, a poorly qualified workforce, industries disarticulated, FDI only amplify the dependence of these
countries to strangers.

- IPR positively influences economic growth in these countries, because its coefficient is always positive and
statistically significant indicating a dominant effect on economic growth. This result is consistent with Gould and
Gruben (1996)° work which reports a positive and significant effect of IPR protection on GDP growth using a
measure of [PR protection based on that of Rapp and Rozek (1990).

Table 1. TFP growth regressions

Dependent Variable TFP growth rate(1970-2011)

Arab countries Arab countries Arab countries Arab countries
and Iran and Iran
Variables Explicatives a ?2) A3 @)
log (yo) -0.0266*** -0.0310%*** -0.0260%** -0.03071***
(-3.18) (-3.87) (-3.10) (-3.75)
Log (ayss) 0.0346%** 0.0320 *** 0.0338 *** 0.0311%***
(3.12) (3.04) (3.04) (2.95)
Log(FDI) -0.0248 *** -0.0185 *** -0.0243 *** -0.0180%**
(-5.09) (-4.60) (-4.99) (-4.47)
Log(IPR) 0.0343%* 0.0282%* 0.0340 ** 0.0279%*
(2.51) (2.04) (2.49) (2.02)
Constante 0.3099 *** 0.3173%** 0.3031%** 0.3080%**
(4.52) 4.71) (4.41) (4.57)
Chi2 42 .58%%* 39,17 *** 40.83 *** 36.86%**
R? 0.3886 0.3092 0.3860 0.3130
Observations 50 56 50 56

Note. t-statistics are in parentheses. *** ** and * indicate statistical significance at the 1%, 5% and 10% levels respectively. Estimation is by
Seemingly Unrelated Regression. Equation in column x is jointly estimated with equation corresponding to column x’s of table 2, where x=1,
2,3,4).
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Table 2. Relationship between FDI and IPR

Dependent Variable: FDI net inflows (% GDP),1970-2011

Arab countries Arab countries Arab countries Arab countries
and Iran and Iran
Explicatives Variables (€)] ?) A3) @)
Log(IPR) 0.7483 ** 0.7799%* 0.8927%* 0.9311**
(2.15) (2.06) (2.52) (2.42)
Log(atys) 0.8920%** 0.7218%* 0 .8882 **x* 0.7149%*
(2.69) (2.12) (2.58) (2.03)
Civ. lib -0.5224%** -0.5565**
(-2.47) (-2.45)
Freedom -0.3845%* -0.4061%*
(-1.77) (-1.72)
inflation -0.0287 -0.0649%*** -0.0372 -0.0780%**
(-1.05) (-2.63) (-1.35) (-3.25)
Constante 6.0682%** 6.7289%** 5.4348%%* 6.0626%**
(5.54) (5.82) (4.83) (5.05)
Chi2 25.39%%* 33.35%%* 21.36 *** 29.06***
R? 0.3189 0.3481 0.2845 0.3210
observations 50 56 50 56

Note. t-statistics are in parentheses. ***, ** et * indicate statistical significance at the 1%, 5% and 10% levels respectively. Estimation is by

Seemingly Unrelated Regression. jointly with TFP growth equation.

The results in Table 2 show that:

- The coefficients associated with the variable IPR are positive and statistically significant at the 5% level.
Suggesting a positive effect of this variable on the net inflows of FDI in the countries of our samples. The results
are supportive of the theory that IPR protection is a major factor attracting FDI inflows (Lai, 1998). They are
also consistent with work by Maskus (1998) who finds that IPR protection has a positive impact on the FDI
stock held by U.S. firms in the case of developing countries and work by Park and Lippoldt (2008) who find the
IPR protection is an important determinant of the stock of direct investment received by developing countries.

- As expected, human capital (average years of total schooling) has positive and statistically significant effect on

FDI inflows in all the regressions.

- The coefficients associated with the variable inflation are negative and statistically significant, because this
variable is considered a measure of “financial repression”, where most studies have shown its negative impact
on economic growth and on national and international investment via its effect on profitability.

- The variables “civil liberties” and “Freedom Status” seem to be negatively correlated with FDI in these
countries. This finding is not surprising because the countries of our samples are “partly free” or “Not free”.

Result, which can find an explanation which states that on the one hand, the political institutions will have an
indirect effect on economic growth, an effect that passes through investment and human capital in particular.
On the other hand, a unwell political and institutional environment do not attracts foreign investors as it
contributes to the fruitlessness of their projects, because the conditions inside the host country may appear
predetermining both in the ability to attracting FDI with a chance to transform the specialization of the host
country and the implementation mechanisms of overflow in the local production.

4. Conclusion

As part of this research, we tried to help resolve the fundamental question: What is the nature of the relationship

between technology transfer through FDI and IPR protection in an Arab country?

To do this, we used a simultaneous equations model covering a sample of seven Arab countries and next a sample
of Arab countries and Iran during the period 1970-2011.

The key findings emerged from this empirical analysis show:

- A positive effect exerted by the IPR on TFP growth.
- A positive effect exerted by the IPR on FDI.
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First, the results appear to confirm that IPR protection is a key determinant of PTF growth and it is consistent
with the findings in Gould and Gruben (1996). Second, IPRs affect economic growth indirectly. This result is in
accordance with the results in Park and Ginarte (1997) who have demonstrated that IPRs affect economic growth
indirectly by stimulating the accumulation of factors of production such as physical capital and R&D capital.
Similarly the Xu and Chiang (2005)’ study that has show that IPR protection affects economic growth indirectly
by attracting flows of foreign patents. Third, IPR protection tends to attract more FDI inflows. This is consistent
with early findings in other studies by Lee and Mansfield (1996); Maskus (1998) and Park and Lippoldt (2008).

In general, the results of these econometric studies consolidate the results already obtained by several researchers
in this field.

We conclude, without confirming that these analyzes have allowed us, even in part, to show the existence of a
relationship between IPR, FDI and economic performance. However, it is important to note that despite the
importance of empirical results which leads this work, deficiencies may arise:

- Other possible mechanisms of the relationship under study were not considered.
- Lack of data made our sample small.

The relationship between IPR, FDI and economic performance could be better understood once its underlying
mechanisms are still being analyzed and these shortcomings are remedied.
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Abstract

The purpose of this paper is to study the specificity and dynamics of governance culture in the Mediterranean Arab
countries. We rely on the notion of governance developed by Meisel and Oueld Aoudia (2007) “Governance for
Development” and we use the “Institutional Profiles” database for the years 2001-2006 and 2009. We accomplish
a principal component analysis and we show that the institutions of governance prevailing in the Mediterranean
Arab countries are not institutionalized and are dominated by interpersonal and informal arrangements. They are
also characterized by low capacity of their States to coordinate private interests within the meaning of the general
interest.

Keywords: governance, national system of governance, Mediterranean Arab countries, formalization of the
system of social regulation, coordination capacity of the state

1.Introduction

Our purpose in this article is to study the specificity of the culture of governance prevailing in the Mediterranean
Arab countries. We adopt a critical approach which contests the notion of “Good Governance” of the World Bank,
as supposed solution that corrects deficiencies in economic development models. We show that the “Good
Governance” cannot be regarded as a-historical and universal necessity in any development strategy. Furthermore,
according to Greif (1993, 1994, 1998), Meisel (2004, 2005), and Meseil and Ould Aoudia (2007), we retain the
idea that institutions of governance can’t be analyzed regardless of the culture in which they apply, and that
institutional change should be approached as an endogenous process in the community, it is based on individual
behavior (Note 1). We admit the existence of a multiplicity of cultures of governance and thus a multiplicity of
national governance systems. Our work in this article is divided into two sections: in the first section, we define the
concept of governance. We show that “Good Governance” cannot generate confidence in all economies regardless
of their resources, their stories and their dynamic. Moreover, we adopt a broader concept of governance
“Governance for Development” that takes into account the specific institutional arrangements prevailing in a
country. In the second section, we use the “Institutional Profiles” database and we accomplish a multivariate
descriptive study of different national systems of governance. The identification of such systems depends on how
trust, power and information are produced, allocated and exchanged between different individuals. We show that
the institutions of governance prevailing in the Mediterranean Arab countries are dominated by interpersonal and
informal arrangements and by low capacity of states to coordinate interests within the meaning of general interest.

2. Governance and National System of Governance
2.1 Governance: Origin and Definition

In the early 1990s, the concept of governance is gaining in importance, to become part of the everyday vocabulary
of the major international institutions. Despite the many applications of the term (Note 2), there is a common
notion in its use. Indeed, it means “a movement of decentralization of decision-making with a proliferation of
places and actors involved in this decision. It refers to the establishment of new forms of regulation more flexible,
based on partnership between different actors” (The Free Encyclopedia, 2009). Governance involves several
actors and is based on the principle that no actor has more power than another, including the State, which in this
approach becomes an actor among others. In this regard, Roseneau (1992) points out that “dealing with
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governance without government, that is to say a system of norms made by the agreement of the majority, which
would thus achieving collective project without formal authority and concrete sanction governments”. In addition,
Rhodes (1996) defines governance as minimal State and a set of self-organized social networks. In this sense,
governance can be seen as another name of the minimal State,”a process by which people resolves conflicts and
achieve a cooperative solution” (Bsaies, 2006). The World Bank (2003) defines governance as “the exercise of
authority in the name of the people”, which means the need to involve citizens on an equal basis in the governance
process (principle of inclusive) and that they are able to hold their government accountable for the way it makes
use of State authority and resources of the people (principle of accountability). In addition, Kaufman and Kraay
and Mastruzzi (2007) argue that governance refers to “the traditions and institutions by which authority is
exercised for the overall property, including the process by which the authorities are selected, monitored and
replaced, the capacity of government to effectively manage its resources and implement sound policies and the
respect of citizens and the state for the institutions that govern economic and social interactions among them”. For
international financial institutions, the role of the State is to ensure the proper functioning of the market economy,
that is to say to provide a favorable environment for private investment by reducing production costs, guaranteeing
property rights, ensuring political stability and facilitating institutional arrangements. Good governance, where
individual rights are respected, secure contracts, effective administration and democratic political institutions, is a
universal solution to generate the confidence to begin the process of economic development. It is asked to
transition and developing countries to adopt this tool for the development process begin. In their political of
economic development cooperation, international donors will need to use their aid as an incentive to the
reorganization or reorientation of policies and institutions in recipient countries. Good governance also appears as
the guarantor of aid effectiveness for most donors, who believe that the failures of structural adjustment program
in many developing countries are due to a deficiency of policy and institutional structures and to an inefficient
public management, which is considered as a cause of wasteful of resources and a conversion of public institutions
to a narrow circle of loyal and distribution of privileges and private benefits. This public governance is inefficient
and it is necessary to substitute it by better governance (Good Governance). But more than a decade, after the
forced invitation to them to comply was made, can we say that developing countries have adapted to good
governance and the constraints arising from the globalization could undermine the system of governance which
organized functioning of these countries and granted to their states a central decision-making power? In other
words, is good governance a Good Development Strategy? More fundamentally, can we consider good governance
as a-historical and universal necessity in any development strategy regardless of the specifics of the countries
concerned?

2.2 Critique of the Concept of “Good Governance”

Meisel and Ould Aoudia (2007) show that, if good governance is certainly a powerful factor of confidence in
developed countries, it can’t produce confidence for all countries independently of their resources, their stories and
their dynamics. The authors note a number of constraints faced by developing economies to build the institutions
of good governance.

First, a mode of governance based on formal rules involves high fixed costs of investment in legal and judicial
infrastructure and organization of monitoring and control. However, in most developing countries, the financial
resources are often limited. Furthermore, these organizations must themselves be sufficiently ruled over a
sufficiently long period to win the trust of investors. Given the financial, human and temporal constraints they face,
the majority of developing countries do not afford this investment in the short or medium term. Then, the
formalization of rules is long and complex. Institutional transition, the transition from an informal institutional
status to a more formalized institutional state requires to go through phases of uncertainty where the old rules may
no longer work, such as loyalty, respect for speech and traditional solidarity while the new rules based on the law
and written agreements are not established in the heart of society. The erosion of the traditional system of social
regulation leads to a loss of informal safety without any gain in the field of formal security (institutional).
Countries cannot advance in this work and get stuck at the threshold of institutional transition.

In addition, the institutions of good governance have been strong resistance from the political and economic elites.
In developing countries, most of the recommendations emphasize the importance of having governance
institutions supporting the market. It is therefore formal rules where the mode of production of trust, power and
information is systemic, conferring rights, including property rights, to all on written and enforceable bases.
However, by its formal and universal character, this requirement is the germ of social destabilization and directly
threatens the privileges of proponents of social order, the economic and political elites, which derive their power
specially from their exclusive access to security of rights and resources. The resistance of interest groups is
therefore presented as a blocking factor of institutions. In this regard, North et al. (2007) argue that the study of the
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process of institutional change must be understood in terms of transition of the closed social orders towards opened
social orders. The survival and sustainability of the dominant coalition depends on its ability to block access to
these new social actors that they could jeopardize their privileges.

Finally, the institutions of good governance cannot explain the performance of some developing countries. Meisel
and Ould Aoudia (2007) show that the economic boom experienced by these countries has no direct relationship
with the “Good Governance”. Countries that share the same level of “bad governance” may have completely
opposing economic performance; some have experienced high growth assured them off and the other on the
contrary remained trapped in systems of very low growth. The examples of China, Vietnam, Korea, Taiwan and
Malaysia, on the one hand, and those of Zimbabwe, Madagascar, Cote d'Ivoire and Venezuela, on the other hand,
are these points of view edifying (Note 3). Furthermore, the authors found no significant correlation between
foreign direct investment in developing countries and each component of good governance. So that, contrary to the
“common wisdom”, “Good Governance” is not a major criterion for location decisions of international investors.
Countries characterized by low performance in terms of governance receive higher investment flows, while
countries with good performance in governance receive little FDI. In addition to traditional factors attracting FDI,
the main factor in their attractiveness is the willingness of insiders, political and economic elites in recipient
country, to allow or not the entry of newplayer in the market. Insiders oppose the entry of FDI, such as the
disregard of property rights and other institutional interlocks, if they perceive the arrival of FDI as a threat to their
rent position. By cons, facilities and advantages shall be granted if they have a personal or common interest
following their entry.

Therefore, “Good Governance” proposed by the World Bank, cannot be an effective and universal solution for any
development program, dice when we adopt a new and expanded concept of governance proposed by Meisel and
Ould Aoudia (2007).

2.3 To a Broader Concept of Governance

Meiselet al. (2007) have proposed a new and broader governance “governance for development”, which takes into
account both concept: (i) different institutional arrangements (Note 4) that produce trust between agents, between
agents and organizations (State, enterprises) through arrangements taking into account the level of development of
each country (governance focal monopoly, formal rules) and (ii) the political economy of systems of social
regulation (the opening of system insiders) (Note 5). Based on this broader concept of governance, we assume the
existence of several production factors of trust, which vary depending on the level of income and the economic,
political and social context of the considered economy. For each factor of production of trust corresponds a system
(or similar systems) of governance.

This broader notion of governance “Governance for Development”, presupposes that economic development is a
multidimensional phenomenon where economic and political factors are interdependent in terms of their effects on
society. The transition from poor to rich countries implies radical changes, deep ruptures, causing strong resistance
whose outcome is uncertain. Economic policy analysis allows us to understand this type of behavior adopted by
the ruling coalition. It designs the decisions and actions of the state as the resulting exchanges made on the
“political market” involving different actors (voters, interest groups, politicians and bureaucrats).

Therefore, it is more convenient to expand our traditional view of national systems of governance rather than
trying to understand the multitude of existing institutional profiles among developing countries through the single
prism of criteria derived from Anglo-Saxon experience. It is possible for each developing country to build its own
institutional development model. Governance systems should be understood in terms of their ability to produce
“trust” and information (Note 6). Production factors of trust vary by income level and by economic, political and
social context of the considered economy. At each trust production factor corresponds a system (or homologous
systems) of governance.

2.4 National System of Governance

Meisel (2004, 2005) distinguishes different institutional systems whose identification depends on how trust, power
and information are produced, allocated and exchanged between different individuals. The author suggests that the
production of trust depends on:

(1) the degree of formalization of the rules governing the economic, political and social activities. We can then
distinguish the systems of governance where the production of trust, power and information is systematic and is
based on formal rules and others characterized instead by informal rules and an interpersonal mode of production
of trust.

(i1) the ability of the government to change the structure of incentives and information in games of private interests
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so that they also serve the interests of the national community. The existence of adequate instances of deliberation,
consultation and coordination permit identification of the “common interest” and its realization. “The role of
governance institutions is then to ensure that the field of social interactions is not reducible to a simple game of
power relation between different individuals, but allows continually to a common interest to emerged and to be
realized” (Meisel, 2005)

We can then distinguish governance systems characterized by a high degree of focus or coordination of private
interests in order to achieve a collective interest and others instead characterized by a low degree of coordination
and the existence of a multiplicity of focal governance. Four types of national systems of governance can be
distinguished:

* Governance systems based on formal and impersonal rules. In such systems, the formalization of rules is an
important tool for the production of trust between individuals. These rules apply to all and ignored the intrinsic
characteristics of each individual, which ensures a high level of confidence in their respect and enforcement. This
method of producing confidence characterizes developed countries that have experienced a long process of
depersonalization of social relations and formalization of rules. Production of trust can be described by systemic.

* The governance systems based on personal relationships: In such systems, the trust in the relationship to power,
in the flow of information and in the rules are made and shared according to the specific characteristics of
individuals or their belonging to a group (family, ethnic) of limited size by definition. Such a system characterizes
many developing countries in the years 1950-1960, which were early in their industrialization process.
Nevertheless, as the population grew and the economy is opened and integrated with the regional and global
economy, traditional production system of trust has become unsustainable. Using a system of depersonalization of
social, economic and political regulations became inevitable. Indeed, local actors are engaged in commercial and
financial transactions with foreign players, who are accustomed to systems based on formal rules, where high
levels of trust and information produced by the system itself.

* The systems of governance based on the existence of a governance focal monopoly. These types of organization
are based on the existence of a state that has the ability, with varying degrees, to coordinate, the relationships
between interest groups prevailing at different levels of society, at international, national and local levels in order
to exceed oligopolistic struggle between these groups for access to rents and achieve the highest possible common
interest. The power of a governance focal monopoly depends on its ability to coordinate the interests and influence
the private logic of special interest coalitions in the direction of the general interest in the long term, so that
stakeholders are not only interested in what think or what is going to do the other (pure strategic rivalry), but they
think about a stable and unique solution can be established. If the focal monopoly is powerful enough, it can ensure
that the public interest is taken into account by each of the interest groups even in developing its strategy.

Hence it changes the structure of incentives and information in games of particular interests, so as a result that
interest groups serve a much wider interest than their own. Therefore it acts directly on growth by reducing
transaction costs and ensuring security expectations for agents.

Several historical experiences illustrate the operation of governance focal monopoly. South Korea has realized its
economic takeoff during the period 1960-1990 with a strong coordinator and anticipatory State. The France of the
“thirty glorious years” also had a highly coordinator-anticipatory State, allowing it to provide very high economic
performance since the end of World War II until the early 1970s. Furthermore, the majority of the reforms in
China have produced good results from1978 thanks to special attention paid by the government to the interests of
different social actors involved in the reform processand, in particular, interest groups individuals.

* The governance systems based on crony capitalism.

This system corresponds to a situation where the political and economic elites are strongly linked. Such a system
characterizes economies that are vulnerable to political instability phenomena due to conflicts between coalitions
of special interests, so that the option of focal monopoly, of coordination and institutionalized dialogue seem to
deviate. For these countries, a system based primarily on the “cronyism”, offers a solution much cheaper and easier
to implement. The solution is to involve government officials or their relatives to the income produced by the asset
owners in the exploitation of resources. Political and administrative elites accordingly provide a “broadly inclusive”
interest (encompassing) in the rents generated by the economy.

It should be noted that such a system of governance characterizes the majority of developing economies. It is a
priori an inexpensive solution and seemingly beneficial to economic growth but it has serious limitations. In order
to establish legitimacy of political leaders, such a system of governance can initiate or ensure the growth of some
macroeconomic aggregates (such as increased investment or gross domestic product) but does not guarantee
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economic development or sustainability of this growth over a long period. In this regard Ouel Aoudia (2006),
Souissi (2013, 2014) show thata system of governance characterized by a strong collusion between economic and
political elites is an obstacle to their economic takeoff and their convergence to advanced economies.
Furthermore, Benali (2004), Diallman (2001), El Morched (2008), Catusse (2009), Gobe (2007) show that during
the implementation of reforms, the political class in most developing countries day to prevent the risk of a strong
opposition. Its main objective is the search for greater legitimacy ensuring their continued power. For this, it
develops clientelistpoliciesand distributesprivilegesand benefits. More stakeholders and interest groups claim, the
more they threaten the détenants of political power and the more they get privileges. In this sense, works are
multiplied onthe formation ofcoalitionsbetweenpolitical and economic elitesand the emergenceof winners
andlosersofadjustment policies.

3. The Specificities of National Systems of Governance in the Mediterranean Arab Countries: A Principal
Components Analysis

The principal component analysis (PCA) is a statistical instrument that is used to extract the information in a
database consisting of a set of individuals, characterized by a high number of variables roughly correlated.

It offers a representation of individuals on factorial designs with two dimensions (only representable). The axes are
in fact built on the basis of linear combinations of variables and variance of all observations. They are classified
according to the level of variance of the point cloud that it can focus. The first axis is the one that captures the most
variance of the point cloud formed by the set of variables, then the second, etc. The interpretation of the first two
axes is crucial in the factor analysis. It is done mainly on the basis of the identification of variables that contribute
most to the definition of the axes in question. By this method we try to locate countries on a factorial design to
identify governance systems characterized by all countries reviewed, in particular the Mediterranean Arab
countries.

This work is inspired from Meisel (2004), whose theoretical assumptions have not yet been empirically verified.
The author suggests the existence of a multiplicity of cultures of governance, every culture is characterized by the
way that the trust, the power and information are produced, organized and shared.

We consider the two modes of production of confidence indicated above:
-The formalization of the system of social regulation and
-The governance focal monopoly.

Meisel and Oueld Aoudia (2007, p. 43) have proposed two sets of indicators that reflect these institutional aspects.
Concerning the indicators of formalization of the system of social regulation, the variables are: (1) the
effectiveness of the public administration, (2) control of corruption, (3) the security of formal property rights, (4)
security transactions on the markets for goods and services and financial markets, (5) the security of rights and
property transactions, (6) institutional solidarity, (7) the regulation of the financial system, (8) compliance labor
law. Regarding the indicators of coordination and anticipation, we consider the following variables: (1) the ability
of the state to facilitate forms of collaboration to emerge a common interest, (2) the capacity for autonomous
decision of the State (3) the priorities of elite development, (4) coordination within and between governments, (5)
the ability of political authorities, (6) the authorities’ strategic vision, (7) the ability of the company for Innovation,
(6) technological business environment, (8) investment in the future of the population, (8) technological
environment, (9) venture capital.

Detailed or elementary questions that correspond to our indicators cited above are mentioned in Appendix A.

The availability of the database “Institutional Profiles” for the years 2001-2006 and 2009 gives us the opportunity
to conduct a comparative study of the specificity of governance systems in the Mediterranean Arab Countries for
the years 2001, 2006 and 2009. We have 55 countries for the year 2001, 85 countries in 2006 and 129 countries in
2009. We use disaggregated data (items) of each of the bases. We have 28 elementary variables for the year 2001,
40 elementary variables for 2006 and 52 elementary variables for the year 2009 (see Appendix A).

The application of the method of principal component analysis (Note 7) on each of the databases 0f 2001, 2006 and
2009 allows us to obtain results (outputs) respectively presented in Appendix B, C and D.

We discuss below the results of the year 2001. It is the same comment for the years 2006 and 2009:

-The test of sphericity of Barlett (Tablel below) shows a significant absence of spherical model. In fact, if the
model is spherical, we can assume that the correlations between the variables areclose to zero and thusthere isno
incentive to replace the variables with the components.The observed value must be less thanor equal to 0.05. In
our case, the meaning is equal to 0.000, which means that the hypothesis HO is rejected, that is to say that there's
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a significant lack of sphericity and we can therefore continue to study the principal components of governance.
In addition, the test Kaiser-Meyer-Olkin (KMO), which is a generalized measure of the partial correlation
between the study variables, shows that the principal components factor analysis of governance systems is of
high validity (with a measure equal to 0.899) (Note 8).

Tablel. Index KMO and Barlett test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. ,899
Approx. Chi-Square 1155,581
Bartlett's Test of Sphericity Df 378
Sig. ,000

Note. Survey 2001.

- Table B1 of Appendix B shows the most important components (or factors) according to their degree of inertia.
There are so many factors as variables. Only those components with eigenvalues greater than 1 are selected
(there are 6 components) (Note 9). In our factorial design, we retain the first two factors, those which concentrate
the maximum amount of information contained in our database; it is 51.894% for the first factor and 7.642% for
the second factor.

- Table B2 of Appendix B provides the matrix components after rotation (Note 10). There are coefficients of
different variables with respect to each component. The variables that contribute to the formation of a factor are
those that have the highest coefficients of this factor. In fact each variable can be presented by the following
expression:

X, =a,F+a,F,+...a,F,
With, a;= the coefficient of the variable i associated with factor j;
N= Number of factors.

The variable Xi will be captured by the factor whose coefficient is the highest. Moreover, it is noted that the sum

n
of the square of the coefficientsaij, ie| X a;], gives the weight of the variable i or the part of the variance
i=1

n
explained by the n factors. [aijz- / pY a;-] , represents the hand of the variance of the variable i sensed by the factor
i=1

j- Factor j captures the variables having the highest information on this axis.

Given that the factor F;may be presented by the following expression:

4
Fj= -leﬁXi =wiXi+wippXo+..wipXy,
i=
With w;=the coefficient of the variable / associated with the factor j. p= the number of variables.

The weight of the factor j or the variance of the factor j is given by the sum of the square of the coefficients of
2 . . . . .

the factor[_Z1 W%J. Variance of factor j relative to the sum of the variance of the three factors gives the degree of
i=

inertia or the part of the variance of each factor; it is 51.894% for the first factor and 7.642% for the second
factor.

We consider the Table 2 below, which takes account of variables in the database that have contributed to the
formation of the first two axes. We distinguish two families of variables, those who have the highest correlation
coefficients with respect to the axis 1 and those with the highest correlation coefficients with respect to axis2. We
note that the variables A3020, A3021, A3041, A3043, A6010, A6011, A6012 and A6013 are among all variables
in the database, those who have the most weight in the formation of axis 1 and variable A5110, A5150, B5000 and
B5001 those who have the most weight in the formation of axis2.
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Table 2. Description of the first two axes by the active variables of the PCA for 2001

Variables Labels of variables Comp tl1 Comp 2
A3020 Level of "petty" corruption (between citizens and the administration) 0.679
A3021 Level of "large-scale" corruption (between the administration and firms) 0415
A3041 Importance of tax evasion in the formal sector 0.502
A3043 Capacity of the tax administration to implement measures decided on 0.497
A6010 Effectiveness of legal measures to defend property rights between private agents 0.633
A6011 Compensation in the event of de jure or de facto expropriation (by the 0.804

Government) of real property

A6012 Compensation in the event of de jure or de facto expropriation (by the 0.778
Government) of instruments of production?

A6013 Generally speaking, does the government exert arbitrary pressure on private 0.745
property (red tape, etc)?

A5110 Society's aptitude for technological adaptation and innovation 0.683
A5150 Do parents invest a great deal in their children's education? 0.654
B5000 Proportion of technical staff (engineers, technicians) insmall and medium firms. 0.547
B5001 Proportion of technical staff (engineers, technicians) in large firms 0.531
Variance in% 51.894% 7.642%
Cumulative

. . 51.894% 59.535%
variance in%

Variables that have contributed to the formation of the first axis reflect:
- The corruption that is apprehended by the A3020 and A3021 indicators;

- The efficacy of public policy and in particular the efficacy of fiscal systems, captured by variables A3041 and
A3043;

- Security of formal properties rights seized by the variables A6010, A6011, A6012 and A6013;

In addition, variables that have contributed to the formation of the second axis take into account:

- The ability of the society to adaptation and innovation, captured by the variable A 5110;

- The investment in the future of the people, apprehended by the variable A5150;

- The technological environment and the diffusion of technology, captured by the variables B5000 and B5001.

The family of indicators having contributed to the construction of the first factor defines the degree of
personalization in the functioning of governance institutions and those who contributed to the construction of the
second factor define the level of coordination and anticipation (Note 11).

The first factorial plane derived from the principal component analysis and applied to 55 countries of the survey
of MINEFE of 2001, is shown in Figure 1 below. This plan isbuilt from thefirst twoaxesof dispersion of
variables revealed (Note 12).

- The first axis (vertical) that captures the most information contained in our base (i.e., 51.894 % of the total
information) opposed two types of governance culture, namely the degree of “personalization versus
depersonalization” in the functioning of governance institutions. This axis then discriminates between countries
according to their degree of formalization of institutions. To the north of this axis, there are situated countries
having governance systems characterized by highly formalized rules ie written and enforceable rules. Also, they
are endowed with systems that ensure a high compliance with these rules: an efficacious and transparent
administration, a security of transactions and property rights. On the south of this axis, focus systems marked
mainly by informal links trust where formal control mechanisms are limited or poorly respected. The United
States today can be located relatively on the high (north) of this axis because of their high level of formal
regulation.

- The second axis (horizontal) captures 7.642% of the total variance and reflects the degree of “anarchy versus
hierarchy” in the interaction of interests in a given country. To the left (west) are systems characterized by a
multiplicity or a proliferation of potentially conflicting focal points of governance. The probability that any form
of common interest emerge is low and the field of interaction of interests is likely to become a pure power game.
Moving to the right (East), there are more hierarchical systems, characterized by a focal point of governance or a
governance focal monopoly.
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Figure 1, outcome of our PCA, shows that all countries are divided into four groups according to the institutional
characteristics of their governance systems. In the area North-east of Figure 1, are positioned countries
characterized with a relatively high degree of institutional formalization, as well as having an ability to
coordinate interests in the direction of the general interest. Countries like Canada, Britain, the United States,
Germany and Ireland are positioned towards the top of the quadrant indicated. These countries are characterized
by a culture of governance based essentially on the formalization of rules and ensure high levels of trust, power
and information as part of their normal operation. Their production of trust is called “systemic”. In the
North-west area of Figure 1 are positioned countries characterized by relatively formalized governance
institutions and having a plurality of focal points of governance, for example Morocco and Egypt. Both countries
are located in the North-west quadrant of the area, so they stand out compared to other Arab countries in the
Mediterranean by a system of social control relatively formalized. In quadrants South-east and South-west are
positioned countries with cultures of governance based on interpersonal and informal relationships. There are
essentially countries in transition and developing countries. In the south-western part are localized countries
characterized by a multiplicity of focal points of governance. The absence of a single focal point generally
reflects the weak role of the State in the coordination of special interests. Algeria and Syria are located in this
area. In these economies, the scope of interaction of interests is likely to become a pure power game without any
form of general interest manages to emerge. Tunisia is located in the Southeast area and stands out compared to
other Mediterranecan Arab countries by a certain ability of the state to coordinate the interests in favor of the
public interest. The system of governance prevailing in Tunisia in 2001 is governed by a governance focal
monopoly.
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Source: authors from (Institutional Profiles) database of 2001.

The projection of different individuals from the 2006 and 2009 surveys on the first factorial plane from the PCA
are represented respectively by Figures 2 and 3 below.
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Source: authors from (Institutional Profiles) database of 2009.
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As a result, if Figure 1 shows that in 2001 the Mediterranean Arab countries are characterized by a diversity of
national systems of governance. Figures 2 and 3, which respectively describe the specificities of national systems
of governance in 2006 and 2009, show that with the exception of Lebanon (who shows a transition to a
governance focal monopoly in 2009), the Mediterranean Arab countries converge towards a system of informal
social regulation and a multiplicity of focal points of governance. In fact, Egypt is experiencing a degradation of
its production of confidence and moves to the Southwest quadrant area, its system of social regulation has
become essentially based on personal relationships. Similarly, Tunisia, in 2006 still located in the area south-east
of framing but towards the southwestern quadrant and approximates the center. In 2009, it is located in the
Southwest quadrant of the chart. So the existence of a government with the ability to coordinate actors and
secure expectations is no longer the case in Tunisia. In fact, more the country is facing west, more the option of
focal monopoly seems to recede and more it is exposed to political instability phenomena due to conflicts
between coalitions of special interests. Morocco is still located in the northwest area of the graph but it
approaches to the center. Its production of trust, based on formal and impersonal rules in 2001, is weakened.
Algeria and Syria (the Libya in 2009) maintain their positions on the charts, compared to 2001. Their
Governance systems are fundamentally based on personal relationships and are characterized by low capacity of
States to coordinate private interests and to develop a strategic vision for the development and sharing beyond
insiders.

So the formalization of rules cannot be an important lever for producing confidence in the Mediterranean Arab
countries. Similarly, the existence of a government with the capacity to coordinate actors and secure expectations
cannot be the case for these economies. In this case a “crony system” appears to be much less expensive and
easier to implement, in short more realistic option (Note 13).

In summary, the results of our principal component analysis showed that the Arab Mediterranean countries are
characterized by:

1) Governance institutions bit institutionalized and dominated by interpersonal and informal arrangements (with
the exception of Lebanon).

2) A multiplicity of special interest coalitions and low capacity of states to coordinate private interests within the
meaning of general interest.

3) The capitalism cronyism or the interweaving of public and private interests is a priori an inexpensive solution
and not necessarily antagonistic to economic growth. Such a situation allows establishing legitimacy of political
leaders. This legitimacy is ensured by a certain ability to initiate the development of the country or the
achievement of high rates of economic growth (e.g., Tunisia and Morocco) (Note 14).

However, the predominance of closed social orders, held by economic and political elites is the basis of
resistance to institutional reforms and the transition to market economy and democracy.

4. Conclusion

The wealth of institutional data base of MINEFE has allowed us to identify different systems of governance in a
set of developing countries, transition and developed. This is an illustration or a concretization of the concept of
national systems of governance, developed by Meisel (2004). This database also allowed us to know the
characteristics of the governance system prevailing in the Mediterrancan Arab countries. The principal
component analysis allowed us to identify the main discriminating factors, distinguishing countries by two
dominant components: (i) the degree of formalization and depersonalization of governance systems on the one
hand, and (i) the degree of coordination of interests in favor of the public interest on the other hand. Location of
different countries selected on the factorial design allowed us to identify different systems of governance. The
Mediterranean Arab countries are among the countries that are still marked by the predominance of interpersonal
arrangements and informal rules. They are marked by a low capacity for States to coordinate their individual
interests or a multiplicity of focal points of governance. Except Lebanon, which converges to a governance focal
monopoly in 2009, the other Mediterranean Arab Countries show a particularly strong governance deficit. We
observe a quasi-absence of any mode of production of trust (formalized institutional system and governance
focal monopoly). In these countries a “crony system” their appears a much less expensive and easier to
implement, brief more realistic. However, the predominance of such a system is blocking the transition to market
and democracy in the Mediterranean Arab countries. In this context, Nabli (2008) shows that the strong coalition
between economic and political elites in Arab countries will block any institutional reform (progression of the
rule of law) in these economies due to the resistance of the beneficiaries of the status quo and a self-sustaining
imbrications of their public and private interests, on the one hand and a weak mobilization of the structure of
social forces in these economies, on the other hand. Ben Abdelkader (2009) shows that the influence of the
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dominant clan of the sources of power in the Mediterranean Arab countries is strengthened and paralyzes any
form of collective action. E1 Morched (2008) shows that Morocco for example has in recent years deep political
and institutional restructuring to make favorable conditions to the emergence of a market economy, to clean up
the political and social environment and establish the rules of good governance. The first result of these reforms
reveals some important achievements, such as the strengthening of human rights, the modernization of the
judicial system, broadening the scope of freedom of expression, the attempt to moralize public life and the
introduction of multiparty politics. However, the weak capacity of expertise of the reformers, the lack of
constructive debate and asymmetric information have given rise to a rent-seeking behavior and a dynamic
trading between various social groups rent-seeking (the bourgeoisie affiliated with the ruling political class,
bureaucrats, political parties).

The consequence of such a situation of institutional blockage is the accumulation of tensions through the society
that could cause an episode of violent and brutal destabilization. The requests to participate of social and
community organizations, when not satisfied adequately, become the origin of many conflicts. Current social
movements in the Arab economies demonstrate such a conclusion. Their goal is to develop robust, transparent
and responsible governance institutions, based on respect for the rule of law.
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Notes

Note 1. “The formal system of governance reached by the developed countries is the result of a long and gradual
process that began in Europe since the eighteenth century, leading to the affirmation of the free individual and
the organization of society in democracy”Meisel (2005).

Note 2. In economics, in management, in political sciences, etc.

Note 3. In this regard, Meisel and OuldAoudia have used the (Institutional Profiles database and have identified
key institutional factors that distinguish developing countries with high growth of those whose growth is slow. It
is the ability of the State to offer actors credible forms of coordination, management of conflicting interests,
driving population towards risk taking and achieving a common good higher than the sum of individual interests.
In other words, it’s the ability of the State to reduce uncertainty and to disseminate confidence to all agents. It is
a focalization of private interests in favor of the public interest. This capability constitutes the priority element of
governance, on which developing countries should focus their efforts to approach, in a first time, characteristics
of developed countries. In a second step, the acquisition of confidence factors characterizing these latter, namely
the highly formalized rules, can be favorably adopted and make sustainable growth in the long term. These
modes of organizations are called (governance focal monopoly) and characterize some developing countries
have experienced phases of strong acceleration and sustained growth (the countries of East Asia and South East
in particular).

Note 4. The authors have adopted the definition of institutions of North (1990): institutions are constituted by a
set of formal rules (constitution, laws and regulations, political system) and informal rules (value systems and
beliefs, social norms) which regulate the behavior of individuals and organizations (companies, trade unions,
NGOs).

Note 5. It is an opening of the system of economic regulation (widening of entry capacity on the market to new
players), of social regulation (increased role of merit), and of political regulation (democracy).

Note 6. In fact, according to what has been mentioned above, the effectiveness of an institutional system depends
on its ability to produce confidence.

Note 7. By using the software SPSS.

Note 8. Reading the KMO test is as follows:
- 0.90 and higher = very high validity;

- 0.89 to 0.80 = high validity;

-0.79 to 0.70 = average validity;

-0.69 to 0.60 = low validity;

-0.59 to 0.50 = validity threshold limit;
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- 0.49 and less = invalid;

Note 9. In fact, most statistical software adopted for the selection of factors, the Kaiser criterion. This criterion
retains factors whose explained variance (eigenvalue or inertia) is equal to or greater than 1. Components having a
value less than 1 will be rejected. See on this subject G. FERGUSON (1971), Statistical Analysis in Psychologie,
New York, McGraw Hill, pp. 421-425.

Note 10. In fact, by construction, factors are orthogonal (so they are uncorrelated). Methods for orthogonal
rotation (varimax) preserve the condition of orthogonality of factors.

Note 11. Recall that, each of these two families of indicators belongs to a larger family of indicators describing an
institutional aspect, defined by Aoudia Ould and Meisel (2007). These are the formalization of thesystemof social
regulation and the coordination of private interests in favor of general interest.

Note 12. The application of the method of principal component analysis using the aggregated variables of data
base offers the same results.

Note 13. However, it should be noted that the “cronyism” may appear in any culture of governance without
becoming the dominant trait. In fact, a mode of production of formal and impersonal trust will be less exposed to
the risk of spreading a culture of “cronyism” through the institutions of national governance.

Note 14. For other oil producing countries (such as Algeria or Syria) the establishment of a crony capitalism or
partial redistribution of oil revenues (grants commodities in particular) provides some legitimacy to politicians
without greater accountability from them (Ben Neffissa, 2002; Ben Abdelkader, 2009).

Appendix A
Overview of the Contents of Selected Institutional Variables

We present below the MINEFI issues that led to the elementary variables, from which we have built our
governance indicators survey. We expose it according to its institutional themes.

Table Al. Formalization of the system of social regulation

A302 Corruption 1 = high level to 4=low level
A3020 Level of “petty” corruption From 1 to 4
A3021 Level of “large-scale” corruption From 1 to 4
A304 Effectiveness of public action: fiscal system from 1 = large informal economy, generalized tax and customs
evasion to 4 = small informal economy, little tax and customs
evasion
A3040 weight of the informal economy From 1 to 4
A3041 weight of tax evasion in the formal sector from Ito 4
A3042 weight of customs evasion from 1 to 4
A3043 Capacity of the fiscal administration to apply measures from 1= low capacity to 4= high capacity
decided on
A601 Security of property rights from 1 to 4
A6010 Efficacy of legal means to protect property rights between from 1 =weak legal means to 4 = very effective legal means
private agents
A6011 Recompense in cases of expropriation by the State of law or de from 1 = no recompense to 4 = "reasonable" recompense
facto of real property (land)?
A6012 Recompense in cases of expropriation by the State of law or de from 1 = no recompense to 4 = "reasonable" recompense
facto of instruments of production?
A6013 In general, does the State exert arbitrarypressureon private from 1 = very prevalent arbitrary pressure to 4 = no arbitrary
property(red tape ...)? pressure
A904 Institutional solidarity 0 if no coverage by public or private institutions for sickness,
unemployment, retirement - If coverage exists, grade from
I=small proportion of population covered to 4=very large
proportion of population covered
A9040 Sickness coverage from 0 to 4
A9041 Unemployment coverage from 0 to 4
A9042 Retirement coverage from 0 to 4
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B607 Protection of rights and land transactions from 1 or 0 to 4
B6070 Are agricultural land property rights mostly traditional from 1 to 4
(informal or quasi-informal) or are they formal?
B6071 Is the protection of TRADITIONAL property rights and from 0 to 4
transactions guaranteed?
B6072 Is the protection of FORMAL property rights and transactions from 1 to 4
guaranteed?
C701 Regulation of competition in the banking system 0 if no arrangements - if arrangements, grade from 1 = very
low effectiveness to 4 = high effectiveness
C7010 Existence of arrangements to combat restrictive collective from 0 to 4
agreements
C7011 Existence of arrangements to combat abuse of dominant from O to 4
position
D601 Existence and observance of labour legislation and measures 0 if no laws or arrangements - if laws or arrangements exist,
grade from 1=no observance to 4=observance
D6010 Minimum wage from 0 to 4
D6011 Dismissal procedures from 0 to 4
Table A2. Coordination-anticipation
AS505 Consultation structures animated by the political power in order from 0 to 4
to find a common interest between actors
A5050  Does the political power anime consultation structures between from 0 to 4
the main actors?
A506 Government capacity for autonomous decision-making from 1 to 4
A5060  Does the political authority have an autonomous decision-making from 1 to 4
capacity compared with the different stakeholders?
A508 Co-ordination between ministries and within the administrations  from 1 = weak co-ordination to 4 = strong co-ordination
A5080  Co-ordination between ministries from 1 to 4
A5081  Co-ordination within the administrations from Ito 4
A510 Capacity of the political powers from 1=low levels of capability, to 4=high levels
A5100  Capacity of decision making of political powers in economic from 1 to 4
matters (competence, ...)
A5101  Coherence and continuity of government action in economic from 1 to 4
matters
A5102  Authority of the political powers over the administration from 1 to 4
A511 Ability of the society for innovation and adaptation. from 1=to 4
A5110  Ability of the society for innovation and adaptation in from1to 4
technological matters
A5111  Ability of the society for innovation and adaptation in managerial from 1 to 4
matters
A5112  Ability of the society for adaptation and innovation in legal and from 1 to 4
institutional matters
A512 Long-term strategic vision of the government from 1to 4
A5120  Does public power act in accordance with a strategic vision? from 1 to 4
A514 The principal objectives of the local elites from 1 to 4
A5140  Are economic growth and development a main concern for the from 1 to 4
political power
A5141  Are economic growth and development a main concern for the from 1 to 4
local public elites (government officials, universities, etc)?
A515 investment in the future of the population from 1=low level of action to 4=high level of action
A5150 Do parents invest a great deal in their children's education? from 1 to 4
A5151 Do parents steer their children more towards the civil service or from 1 to 4
the private sector?
B500 Technological environment, diffusion of technology from 1 to 4
B5000  Technical supervisionrate(engineers, technicians) in SMEs/SMIs  from 1=low to 4=high
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B5001  Technical supervision rate (engineers, technicians) in large

companies

B5002  concentration and

"continuity"

of Dbusiness

subcontracting and maintenance, etc)

C500 Diffusion of technology, innovation

C5000  Level of competence of bank executives

C501 Innovation: venture capital

fabric  (local

C5010  Financial arrangements encouraging venture capital

from 1 to 4

from 1=low to 4=high

from 1=low concentration, continuity to 4=high

from 1=low level of competence to 4=high level

0 if no arrangements - if arrangements exist, score from

1=very weak to 4=very substantial
from 0 to 4

Appendix B

Table BI1. total variance explained (année-2001)

Initial eigenvalues

Component . .
Total % of Variance Cumulative %

1 14.530 51.894 51.894

2 2.140 7.642 59.535

3 1.421 5.074 64.609

4 1.205 4.304 68.913

5 1.047 3.738 72.651

6 1.021 3.646 76.297

7 .845 3.019 79.315

8 742 2.650 81.965

9 .610 2.177 84.142

10 544 1.943 86.085

11 484 1.728 87.813

12 448 1.600 89.413

13 418 1.494 90.907

14 343 1.225 92.132

15 303 1.081 93.212

16 265 946 94.158

17 245 874 95.033

18 234 835 95.868

19 197 .703 96.571

20 185 661 97.232

21 147 524 97.755

22 141 505 98.260

23 127 453 98.713

24 .105 376 99.089

25 .085 303 99.392

26 .068 244 99.636

27 .058 206 99.842

28 .044 158 100.000

Table B2. Rotated component matrix (survey2001)
Component
1 2 3 4 5 6

A3020 .679 457 307 285 127 138
A3021 415 324 .506 367 231 220
A3040 454 434 248 469 172 307
A3041 .502 443 231 488 .049 125
A3042 A79 .602 157 468 .105 179
A3043 497 437 317 .349 .027 -.057
A6010 .633 234 273 .389 258 .106
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A6011
A6012
A6013
A9040
A9041
A9042
D6010
D6011
A5100
AS5101
A5102
AS5110
AS5111
AS5112
AS5120
AS5150
B5000
B5001
B5002
C5000
C5010

.804
778
745
167
.021
326
-215
282
225
203
199
.099
271
263
.166
320
351
334
480
489
485

169
.166
144
473
262
.056
458
.007
145
.041
.093
.683
212
250
347
.654
547
531
404
135
225

.092
234
426
.099
077
280
167
-.047
612
.500
121

216
792
761

352
.082
391

311

.190
523

.384

250
217
-.007
193

.107
254
-.297
159
490
.594
.869
177
150
183

.623

.140
.063

129
.021

281

2717

274
284
-.045
710
.801
721
282
192
253
373
154
263
.085
263
167
195
323
374
450
-.018
435

.103
.070
.074
.091
301
.081
.583
.808
.079
-.080
.105
.194
.047
-.075
-.066
-.133
.094
232
.056
.360
-.121

Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

Appendix C

Table C1. KMO and Barlett’stest (survey 2006)

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .885
Bartlett's Test of Sphericity Approx. Chi-Square 2883.449
780
.000

Table C2. Total variance explained (survey 2006)

Initial eigenvalues

Component . .
Total % of Variance Cumulative %
1 17.949 44.872 44.872
2 2.346 5.865 50.737
3 2.175 5.438 56.175
4 1.710 4.276 60.451
5 1.594 3.986 64.438
6 1.380 3.449 67.886
7 1.244 3.110 70.997
8 1.068 2.669 73.666
9 931 2.328 75.994
10 832 2.079 78.073
11 7178 1.945 80.019
12 .690 1.724 81.742
13 .637 1.592 83.334
14 599 1.497 84.832
15 .563 1.406 86.238
16 .540 1.350 87.588
17 477 1.193 88.780
18 423 1.058 89.838
19 394 985 90.823
20 .365 914 91.737
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21 329 823 92.559
22 318 794 93.353
23 302 756 94.109
24 282 704 94.813
25 265 662 95.475
26 240 599 96.074
27 216 .540 96.614
28 .196 491 97.105
29 185 464 97.568
30 168 420 97.989
31 151 378 98.366
32 122 305 98.671
33 114 284 98.956
34 .099 248 99.203
35 .080 201 99.405
36 .070 175 99.579
37 .066 165 99.744
38 .050 125 99.869
39 .033 .083 99.952
40 .019 .048 100.000

Table C3. Rotated component matrix (survey 2006)

Component
1 2 3 4 5 6 7 8
A5050 334 719 116 110 -.019 .160 -.071 -.051
A5060 356 .289 -220 .069 .306 -.007 383 -.546
A5080 617 .546 .066 201 .086 .038 .001 .230
A5081 .583 AlS .104 341 .266 .043 .044 142
A5100 304 .606 428 291 .106 121 .144 .092
A5101 .245 .636 281 247 161 172 135 -.054
A5102 .659 .170 .091 294 -.008 .098 126 -.013
AS5110 .246 376 .014 572 .163 162 .146 285
AS111 414 .299 233 425 -.002 363 077 267
AS5112 438 337 235 362 11 238 -.126 114
A5120 242 .830 .097 .051 .027 .005 .108 .082
A5140 .030 726 375 229 191 .016 -.046 .109
A5141 279 .594 171 436 .085 118 -.088 .060
A5150 .017 297 -.017 .592 -201 116 .246 -.030
A5151 169 .209 -.024 .120 .109 116 212 152
B5000 363 .055 228 .641 241 232 112 -.002
B5001 .250 .092 177 .662 236 214 -.268 .048
B5002 208 351 202 .647 191 .072 .055 .083
C5000 352 .044 472 .014 -.058 Sl 158 211
C5010 .206 444 351 295 .010 357 -.194 .001
A3020 551 305 .535 .046 284 210 .067 .094
A3021 .580 383 435 .076 .245 .102 -.028 .050
A3040 637 159 442 182 142 .140 .109 245
A3041 123 216 .249 .016 187 .167 -.101 -.083
A3042 .692 265 308 .104 183 285 124 -011
A3043 745 .142 .220 344 .056 .120 -.056 -.026
A6010 446 273 .553 179 .081 .148 .099 134
A6011 158 136 .850 119 .070 233 .143 -.039
A6012 .200 257 .843 119 .070 .197 .090 -.040
A6013 339 .180 127 179 192 - 111 -.102 .078
A9040 271 351 491 .337 496 .046 .166 .075
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A9041 341 212 230 288 593 240 081 -.007
A9042 181 033 420 580 412 -012 239 -.084
B6070 196 347 247 358 354 .100 470 120
B6071 011 .040 -138 -.069 -.024 -.051 -778 -.097
B6072 152 381 520 406 239 179 -.021 -.003
C7010 226 .160 187 235 261 809 017 .086
C7011 187 136 151 243 287 837 046 024
D6010 081 -018 -.067 123 732 379 194 -.040
D6011 11 105 255 .060 808 054 -133 077
Appendix D

Table D1. KMO and Barlett’s test (survey 2009)

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 926

Bartlett's Test of Sphericity Approx. Chi-Square 6538.508
Df 1326
Sig. .000

Table D2. Total Variance explained (survey 2009)

Initial Eigenvalues
Component

Total % of Variance ~ Cumulative %
1 25.730 49.480 49.430
2 4.143 7.967 57.447
3 2.505 4.818 62.265
4 1.741 3.349 65.613
5 1.638 3.149 68.762
6 1.191 2.290 71.053
7 1.039 1.997 73.050
8 939 1.806 74.856
9 .894 1.719 76.575
10 .824 1.586 78.161
11 745 1.433 79.593
12 137 1.418 81.011
13 .666 1.281 82.292
14 622 1.196 83.487
15 .592 1.138 84.625
16 .544 1.046 85.671
17 514 988 86.659
18 .503 968 87.627
19 462 .889 88.515
20 427 .820 89.336
21 411 790 90.126
22 355 .683 90.809
23 342 .658 91.467
24 337 .648 92.115
25 309 .594 92.709
26 286 .550 93.259
27 284 .546 93.805
28 258 497 94.301
29 243 467 94.768
30 236 453 95.221
31 221 425 95.646
32 .196 376 96.022
33 187 360 96.382
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34 180 347 96.728

35 165 318 97.046

36 162 312 97.358

37 156 301 97.659

38 142 273 97.932

39 139 268 98.200

40 119 229 98.429

41 112 215 98.644

42 .106 204 98.848

43 .095 183 99.032

44 .085 163 99.195

45 074 142 99.337

46 072 139 99.476

47 .069 132 99.608

48 061 116 99.724

49 056 107 99.832

50 042 .080 99.912

51 .033 064 99.976

52 012 024 100.000

Table D3. Rotated component matrix (survey 2009)
Component
1 2 3 4 5 6 7

A3020 677 279 341 155 .306 .016 185
A3021 .635 324 .300 -.077 275 -.015 225
A3022 .638 347 236 -.028 379 -.080 .068
A3023 574 216 475 211 292 -.067 -.029
B6090 .508 260 229 515 101 .049 .184
B6091 494 292 203 512 124 .005 247
B6092 .651 .033 266 323 .028 072 181
B6093 .560 .057 -.027 297 197 .058 .019
D6001 101 .097 176 710 .061 -.130 .071
D6002 .526 126 216 411 .023 -.050 210
A9060 .396 143 528 446 211 .096 273
A9061 322 .106 454 455 328 -.030 321
A9062 405 .060 419 537 251 122 292
C7010 362 383 -.020 564 379 -.033 132
C7011 361 400 -.010 556 383 .001 105
A6000 .661 370 .146 254 126 .068 309
A6001 617 071 .143 184 541 .070 127
A6002 .610 143 157 264 .548 .064 .095
A6003 .603 230 .190 145 .349 -.022 379
A6010 .697 286 177 169 291 .052 .166
A6011 708 135 154 259 .051 103 258
A6012 723 267 .077 127 .033 .050 156
AS5000 187 787 362 .088 175 -.003 .102
A5001 125 .804 242 152 .007 -.024 .061
A5002 316 157 262 228 118 -.091 .049
AS5010 461 499 423 .041 225 158 118
AS5011 411 400 .553 174 120 077 .098
AS5020 296 446 .596 .018 .199 218 .010
A5021 .549 356 .543 .019 -.009 163 -.077
A5022 370 461 .506 107 .050 .166 141
AS5030 405 392 564 -.021 242 165 124
AS5031 519 244 411 358 224 -.102 -.072

82



www.ccsenet.org/ijef

International Journal of Economics and Finance

Vol. 6, No. 5; 2014

A5032
A5033
A5040
A5041
A5042
A5050
A5051
A5080
A5081
A5082
B5000
B5001
B5002
C5000
C5001
C5010
C5020
C5021
C5022
C5023

370
431
249
279
252
.013
.061
223
468
361
328
310
279
439
228
312
.078
.045
.000
.030

275
385
412
458
.631
178
177
491
441
435
274
.189
433
199
.103
436
.036
.041
-.007
-.047

495
404
403
384
154
.804
7136
248
.096
258
237
252
279
.098
246
-.011
.093
.100
.100
127

319
.095
241
198
234
155
210
335
363
417
427
312
206
168
204
237
-.005
.007
-.080
-.031

.146
.398
.507
428
295
118
.026
467
271
264
352
.538
.508
.144
118
371
.044
.075
-.035
-.005

.090
.180
149
.084
-.018
.065
265
-.002
-.015
-.059
-.067
-.010
012
-.007
.078
.084
945
944
927
902

-.022
233
.082
015
355
169
229
.145
292
285
338
294
326
724
761
384
.068
.079

-.005

-.070

Note. Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 14 iterations.
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Abstract

In Taiwan, ownership structure is separated to differentiate between family businesses and non-family
businesses. Moreover, the dynamic relationship between managerial ownership and corporate diversification is
complicated. This study is attempted to examine, under different ownership structure, whether managerial
ownership is associated with subsequent changes in diversification or diversification is associated with
subsequent changes in ownership. This study used a sample of firms listed in Taiwan from 2002 to 2011; the
Panel Data Regression with fixed effects model is utilized to find the relationship between managerial ownership
and diversification. This result shows that in non-family businesses, managerial ownership (diversification) is
negatively related to subsequent diversification (subsequent managerial ownership); in family businesses,
managerial ownership (diversification) is positively related to subsequent diversification (subsequent managerial
ownership). Therefore, investors should understand the business strategy that lead to changes among family
business, managerial ownership and diversification in order to facilitate investment decisions.

Keywords: managerial ownership, corporate diversification, family businesses, dynamic relationship
1. Introduction

Empirical studies in the past supported a negative relationship between managerial ownership and corporate
diversification (Denis, Denis, & Sarin, 1997; Denis, Denis, & Yost, 2002; Martin, & Sayrak, 2003; David et al.,
2010). This is because, as managerial ownership increases, the consistency between owners and managers of the
incentives will also increase, meaning that those managers will not adopt a corporate diversification strategy to
decrease the value of the company. Unfortunately, these empirical results are validated based on cross-sectional
data, from which it can be concluded that changes of managerial ownership will take place before the behavior
of diversification. However, such cross-sectional data validation can not capture the changes in the relationship
among the variables that occur over time. Goranova et al. (2007) found that managerial ownership for a period
did not result in subsequent changes of diversification and therefore questioned the hypothesis of the interest
alignment. The higher the level of diversification, the more positive the relationship with the subsequent changes
of managerial ownership, supporting the view of reducing risk by managers. Nevertheless, their conclusions are
based on a sample taken from developed countries and the hypothesis agency theory. Indeed, past studies have
shown that the traditional agency problem is not serious in developing countries (emerging markets) as in
developed countries (Tsai et al., 2006; Delios, Zhou, & Xu, 2008; Charoenwong, Ding, & Jiraporn, 2011).
Therefore, whether the negative relationship between managerial ownership and diversification based on
developed countries can be applied to developing countries, is a question and need to be verified.

Different ownership structures (family business and non-family business) will affect a company’s supervision,
strategy and performance (Shleifer & Vishny, 1994; Anderson & Reeb, 2003b). The family business structure is
common in Taiwan; informal effect from family system exceeds the formal influence of the corporate system
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(Liu, Lin, & Cheng, 2011). In addition, the management style of the family business is family members at the
core, making it difficult for non-family managers to promote (Claessens, Djankov, & Lang, 2000). This
phenomenon reflects that family business is difficult to attract good employees, limiting the talent pool, and
ultimately blocking the company’s growth. As a result, whether the causality between managerial ownership and
diversification can be applied to family business in developing countries is also an interesting issue.

The study is attempted to re-examine the dynamic causal relationship between managerial ownership and
diversification in Taiwan different ownership companies (family business and non-family business). The
purposes of this paper are investigated (1) the relationship between managerial ownership and subsequent
changes in corporate diversification under different ownership structures, and (2) the relationship between
diversification and subsequent changes in managerial ownership under different ownership structures. As our
knowledge, this is the first study to apply dynamic relationship between managerial ownership and
diversification in family business in emerging markets. In addition, the findings should also be useful to
investors in developed countries who might be planning to enter the Taiwanese and Chinese finance markets
(Note 1).

2. Literature Review

Incentives alignment from managerial motivation can be effectively increased the company wealth to avoid
diversification (Beatty & Zajac, 1994; Jensen & Meckling, 1976; Martin & Sayrak, 2003). Therefore, most
previous studies indicated that there is a negative relationship between ownership structure and company
diversification (Amihud & Lev, 1981; Berger & Ofek, 1995). However, it is difficult to understand the causal
relationship among variables because this type of verification can not capture changes in corporate behavior over
time (Li, Lam, & Moy, 2005). In addition, the management member and style are different between the family
business and non-family business. If changes in the managerial ownership structure are examined using
longitudinal data and the different ownership, we could understand that how changes of the managerial
ownership structure affect the dynamic of diversification behavior in family and nonfamily business.

2.1 Longitudinal Effects of Managerial Ownership on Diversification
2.1.1 Non-Family Businesses

Ddiversification in non-family businesses is an indication of managers pursuing their own interests and risk
diversification, but the major shareholders can adopt concentration of ownership to resolve this agency problem
(Johnson, 1996; Boyd, Gove, & Hitt, 2005; Chen & Hsu, 2009). Bethel and Liebeskind (1993) found that within
a period of time there was a negative correlation between the ownership of major shareholders and later
diversification. This implies that the monitoring from major shareholders will affect the later level of
diversification. Denis, Denis and Sarin (1997) also pointed out that increased managerial ownership would
reduce the level of diversification, showing that the monitoring from managerial ownership could reduce later
diversification behavior. Also, when managerial ownership is increased, the agency problem of free cash flow
will be reduced, as well as the interest alignment will be strengthened (Amihud & Lev, 1981). Therefore, we
expect the following hypothesis:

H 1-1: In non-family businesses, managerial ownership is negatively related to subsequent changes in corporate
diversification.

2.1.2 Family Businesses

Due to managers and owners in family business are the same (most managers are members of family), the
traditional agency theory (Type I) could not apply to family business (Anderson & Reeb, 2003a; Chrisman, Chua,
& Sharma, 2005; Tsai et al., 2006). However, when the ratio of equity held by family shareholders is large
enough for effective control of the company, type II agency problems between controlling and minority
shareholders occur. Family shareholders are concerned with the family’s interest, rather than those of minority
shareholder (Chu, 2009). In order to maximize its own benefits, the family business may take over other
shareholders interests exercising controlling power and expropriate the wealth of minority shareholders. In the
diversification aspect, it results in good opportunities for speculation and exploitation of the interests of minority
shareholders (Claessens, Djankov, & Lang, 2000; Claessens et al., 2002). Therefore, enlargement of the
manager’s ownership in the family business will enhance later diversification to exploit the interests of minority
shareholders. The hypothesis is as follows:

H 1-2: In family businesses, managerial ownership is positively related to subsequent changes in corporate
diversification.
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2.2 Impact of Diversification on Managerial Ownership
2.2.1 Non-Family Businesses

Managers in non-family business take a tendency to their own benefits and pursue a higher operational risk than
the shareholders. From the behavioral agency viewpoint, if the strategy of diversification is aimed at reducing
risk, managers should have a positive response and willingness to subsequently increase the level of ownership
(Wiseman & Gomez-Mejia, 1998). They will have more ownership to reflect the willing to take higher risk to get
their own interests (Eisenhardt, 1989; Sanders & Carpenter, 2003). However, managerial motivation to purse
value decreasing activities can be effectively reduced by means of incentives alignment (managerial ownership)
to engage in the activities which increase the company wealth (Beatty & Zajac, 1994; Jensen & Meckling, 1976).
Therefore, company diversification and subsequently enhanced managerial ownership would be a negative
relation. We expect the following hypothesis:

H 2-1: In non-family businesses, diversification is negatively related to subsequent changes in managerial
ownership.

2.2.2 Family Businesses

Zahra (2005) showed that managers with family members are more highly motivated to follow a strategy of risk
aversion. Furthermore, family business will avoid diversification, because the company is viewed as family
member or descendant assets (Casson, 1999; Anderson & Reeb, 2003b). Schulze, Lubatkin and Dino (2002)
have pointed out that the concentration of family businesses ownership may reduce the entrepreneurial spirit, in
turn to induce conservative strategies. Therefore, family business managers are more conservative than
non-family business management, in relation to diversification strategies. However, family shareholders have
greater a motivation and ability to expropriate the wealth of minority shareholders (La Porta et al., 1999). This is
the Type II agency problem where controlling shareholders exploit minority sharecholders (Shleifer & Vishny,
1997; Ellul, Guntay, & Lel, 2007). That is, in family businesses, it is easy to take advantage of their controlling
power to make self-benefiting decisions, causing minority shareholders to suffer loss of wealth. Even
diversification is a strategy for reducing corporate value, for the family maximum benefits’ purpose, family
business managers may enlarge the level of diversification for the expropriation (Amihud & Lev, 1981; Berger &
Ofek, 1995; Hoskisson, Hill, & Kim, 1993; Lang & Stulz, 1994). After that, minority sharecholders will enforce
to sell their stock; family business managers will increase their ownership to enhance control rights of family
business. Therefore, when managers of family businesses enlarge the diversification strategy, they will increase
their subsequent ownership in order to protect family control right and wealth. Therefore, this study suggests that
after diversification, the managerial ownership will be increased. The hypothesis is as follows:

H 2-2: In family businesses, diversification is positively related to subsequent changes in managerial ownership.
3. Research Methodology
3.1 Sample and Model

The sample in this study is taken from companies listed in Taiwan from 2002 to 2011. The financial and
corporate governance information is acquired from the Taiwan Economic Journal (TEJ) database, annual reports
and the prospectuses of listed Taiwan companies. The product and industry classification used for computing the
indicators of diversification is obtained from the “Industry and Economic” classification structure developed by
the Taiwan Institute of Economic Research (TIER) database. This sample is excluded financial industry,
insurance industry and banking industry, because of avoiding confounding effect. The sample included around
364 firms list in Taiwan stock market (TSE) during the period of 2002 to 2011, totally 3,642 observations after
excluded financial institution data and missing data. In this study, there are a total of 3,642 observations, of
which 2,169 (59.55%) of the observed values are for family firms and 1,473 (40.45%) of the observed values are
non-family firms. In addition, the sample in this study includes both cross-sectional data and time series data.
This study adopts panel data analysis (Note 2).

The dynamic relationship between managerial ownership and diversification is modeled and verified. Models 1,
2, 3 and 4 verify hypotheses 1-1 and 1-2, respectively, representing the dynamic relationship of managerial
ownership over a period of time and the subsequent company diversification between family businesses and
non-family businesses, formulated as follow:
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Partial sample—family business
DII/i_,=ag+a1FBO WNi,[+a2L0gS]ZE,‘_t+a3R]SK,»_,+0£4DEBT,-V,-i-a5]ND,-V,+a6ROA,»_,+a7D UALI*'[

+asOUTDIR;, +asDIROWN;, +0,,BLOCK;, +0;;,INST;, +, (1)
DIV, ,.;=by+b;FBOWN,+b>LogSIZE; +b;RISK, +b,DEBT, +bsIND, +b;ROA; +b;DUAL;,
+bsOUTDIR;, +bsDIROWN;, +b,,BLOCK;, +b,,INST;, +v,, ©)

Partial sample—nonfamily business
DIV, =oy+0;NFBOWN; /+0,LogSIZE; +a3RISK; +0,DEBT; +asIND; +asROA; +a,DUAL;,

+ agOUTDIR,-V, +0C9D1ROWN,‘,[ +(Z1OBLOCKi_, +06111NST1‘_, +8,',t (3)
DIV, ;=by+b;NFBOWN, +b:LogSIZE; +b;RISK; +b,DEBT; +bsIND; +bsROA; +b;DUAL;,
+ bsOUTDIR;, +bsDIROWN;, +b,BLOCK,, +b,INST;, +v;, 4)

The dynamic relationship between managerial ownership and diversification is modeled and verified. Models 1,
2, 3 and 4 verify hypotheses 1-1 and 1-2, respectively, representing the dynamic relationship of managerial
ownership over a period of time and the subsequent company diversification where DIV;,is company i’s level of
diversification in the " period; DIV;,.; is company i’s level of diversification in the t+1h period; NFBOWN;, is
the executive ownership in a non-family business in the t" period; FBOWN;, is the executive ownership in a
family business in the t" period; LogSIZE;, is the size of company i in the t™ period; RISK;, is the risk of
company i in the t" period; DEBT;, is the financial leverage of company i in the t" period; ROA,, is the
performance of company i in the t" period; DUAL,, is the status of company i’s CEO duality in the t" period;
OUTDIR;, is the ratio of company i’s outside board directors in the t" period; DIROWN;, is the shares held by
company i’s board directors in the t" period; BLOCK;, is the ratio of share numbers of company i’s major
shareholders in the t" period; INST;, is the ownership of company i’s institutional investors in the t" period; IND;,
is the industry category of company i in the th period; ¢;,and v; ,are model residuals, while ¢;, . v;, ~N(0,1).

Models 5 to 8 are used to verify hypotheses 2-1 and 2-2, which represent the relationship of the level of
diversification over a period of time and the subsequent managerial ownership between family businesses and
non-family businesses. The variables are the same as those defined above.

Partial sample—family business
FBO WNI‘)[:CO"'G]D[VI"t+CZLOgS[ZEi)[+C3RIS]<I"t+a4DEBEvt+C5INDi,t+C6ROA,‘)[+C7DUAL1‘)[

+ csOUTDIR;, +csDIROWN;, +¢14BLOCK;, +c 1 INST;, +e;, (5)
FBOWN,,.;=dy+b,DIV, +d>LogSIZE; +d;RISK, +d,DEBT, +dsIND, +d;ROA; +d-DUAL;,
+ dsOUTDIR,, +dsDIROWN,, +d;,BLOCK;, +d,INST;, +v;, (6)

Partial sample—nonfamily business
NFBOWN;, =co+a,;DIV; +c;LogSIZE; +c;RISK; +c,DEBT; +c5IND; +csROA; +c,DUAL; +

¢sOUTDIR;, +¢sDIROWN;, +¢,BLOCK,, +c;INST;, +é;, (7)
NFBOWN,,./=dy+d;DIV,+d>LogSIZE, +d;RISK, +d,DEBT,; +dsIND; +dsROA; +d-DUAL;,
+ dyOUTDIR;, +d;DIROWN,, +d;,BLOCK,, +d,,INST,, +v;, ®)

Where NFBOWN; ., is the executive ownership in a non-family business i in the t+1h period. FBOWN;,., is the
executive’s ownership in a family business i in the th period. ¢;, and v;, are model residuals, while ¢;, . v;, ~N(0,1).

3.2 Dependent and Independent Variables

Level of diversification (DIV) is referred that Palepu (1985) used for calculation of entropy diversification is
utilized, and Yang (2008) adopted for calculation of on diversification is used as a template to calculate the level
of company diversification.

Due to fact that managers may consider there to be different risk conditions related and unrelated to
diversification (Boyd, Gove, & Hitt, 2005), overall diversification (DT) is divided into two categories: related
diversification (DR) and unrelated diversification (DU) (DT=DR+DU). Moreover, Palepu (1985) was defined as
the level of diversification in the own products of industry w. The formula is DR= {_1 P”In(1/P). Where j
stands for the number of products in an industry w, P"; is the ratio of sales value for product i in industry w. (DU)
is defined as the extent of company products across different industries (w = 1, ... z); the measurement is the
average weight of all industries’ ratio of sales and can be formulated follows: DU= YZ_, P¥ In(1/P"Y).
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Therefore, level of diversification (DIV) is used overall diversification (DT) to be a proxy.

In addition, Managerial ownership is OWN. Moreover, the ownership of family managers and the ownership of
non-family managers are indicated by FBOWN, and NFBOWN.

Moreover, managerial ownership is measured by the number of outstanding shares held by managers and the
ratio of shares held by managers to total shares. It has been found in previous studies that the value of the
company is positively correlated with size and diversification (Denis, Denis, & Sarin, 1997; Grant, Jammine, &
Thomas, 1998). Thus, if other conditions remain unchanged, the value of one percent of shares is likely to be
higher for a diversified company is likely to be higher for a focused company. The percentage of equity which is
claimed by signal theory; the reliability of the signal is correlated with the cost of the signal (Spence, 1973).
Family business judgments are the number of seats on the board directors occupied by the family members are
used as the criteria for judging who has “ultimate control”, which made based on the definition of La Porta et al.
(1999) and Yeh, Lee and Woidtke (2001). Family business is indicated by the dummy variable “1”, while
non-family business is set to be “0”.

3.3 Control Variables

According to literature review, we selected company size (SIZE), business risk (RISK), financial leverage
(DEBT), CEO duality (DUAL), board director ownership (DIROWN), percentage of shares held by major
shareholders (BLOCK), institutional investor ownership (INST) and industry category (IND) to be control
variables (Shleifer & Vishny, 1986; Lang & Stulz, 1994; Berger & Ofek, 1995; Cho, 1998; Mansi & Reeb, 2002;
Wright et al., 2002).

The variable of company size (SIZE) is defined that a log of total assets; this study uses the standard deviation of
ROA over the past 3 years to measure business risk (RISK); financial leverage (DBET) is defined total liabilities
divided by total assets; the return on assets for the previous year (ROA) is used to measure prior performance
(ROA= (Net income + interest expenses) x (1 - tax rate) / average total assets); this study sets CEO duality
(DUAL) is dummy variable which DUAL is set as 1, whereas 0; the ratio of outside director seats (OUTDIR) is
the number of outside board directors by the end of the previous year divided to the total number of board
directors (outside directors are defined as those not-employed by the company, or non-board members of
affiliates companies, including employees, or spouses and relatives within the second degree of consanguinity);
board of director ownership (DIROWN) is defined as the percentage of outstanding shares held by the board of
director; percentage of sharcholding held by major sharcholders (BLOCK) is measured the ratio of the number
of shares held by major sharcholders to the total number of outstanding shares (according to the Taiwan
Securities and Exchange Act, major shareholders are defined as individuals holding more than 10% of shares);
institutional investor ownership (INST) is defined as the percentage of outstanding shares held by the board of
director; industry category is the dummy variable, which is set to be 1, otherwise 0.

4. Empirical Result
4.1 Univariate Analysis

Table 1 shows the calculated descriptive statistics for all variables, and the mean differences t test and
nonparametric Mann-Whitney U test results for family and non-family variable differences. The results showed
that the diversification index (DIV) for total sample mean (median) of 0.478 (0.480). Also, the mean (median)
for diversified family business is 0.497 (0.510) which is more than the mean for non-family business for 0.458
(0.450). There are significant differences in diversification index (DIV) between family and non-family business.
It implies that family business enhances diversification more than non-family business. In addition, the mean
(median) for managerial ownership (OWN) is 2.870 (0.925); the mean (median) for managerial ownership in
family businesses is 3.167 (1.080) which is greater than the mean for managerial ownership in non-family
businesses. It shows significant differences in managerial ownership between family and non family business.
The control variables, included company size (SIZE), business risk (RISK), financial leverage (DEBT), industry
category (IND), prior performance (ROA), CEO duality (DUAL), the percentage of outside board directors
(OUTDIR), board director ownership (DIROWN), percentage of shares held by major shareholders (BLOCK)
and institutional investors’ ownership (INST), are significant difference between the family and non-family
samples.

The Pearson correlation coefficient matrix for of the variables is shown in Table 2. The diversification (DIV) and
family variables (FB) are significantly positively correlated (0.045), while the levels of diversification (DIV) and
managerial ownership (OWN) are negatively correlated (-0.012), but not significant. The largest correlation
coefficients for the remaining variables are company size (SIZE) and institutional investor ownership (INST),
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with a value of 0.492. In addition, this study computed the Variance Inflation Factors (VIF) which shows all
variables are all less than 10, indicating negligible multicollinearity problems.

4.2 Multivariate Analysis
4.2.1 Measurement of the Impact of Managerial Ownership on the Subsequent Diversification

Table 3 shows the results obtained using panel data regression analysis for models 1, 2, 3 and 4. First, we
examine the impact of key variables on diversification in the t" period. It is found that there is an insignificant
relationship between business ownership and subsequent diversification. However, in the t+1" period, there is a
significant negative correlative between non-family business ownership and subsequent diversification, and
family business ownership shows a significant positive correlation with the subsequent diversification, consistent
with hypothesis 1-1 and 1-2. In addition, this means that there exists a deferred effect between managerial
ownership and diversification in the t" and t+1™ period.

Moreover, the significant negative correlation between non-family business ownership and subsequent
diversification means the higher level of the managerial ownership, the interests linked to the owners, and the
less the destructive behavior for company value, consistent with Denis, Denis and Sarin (1997). Meanwhile, the
greater ownership will offset the managerial benefit received from diversification. Therefore, a higher level of
ownership will lead to a lower level of diversification behavior. In addition, the positive correlation, which
reaches significant levels between the ratio of family business ownership and subsequent diversification,
indicates that in the family business the wealth of minority shareholders may be exploited as family members
seek to maximize their own interests. Although diversification may reduce the value of the company, the
controlling power and claims right of earnings distribution have a greater deviation in Taiwan, because of
complicated pyramidal structure and cross-holdings of family businesses, and weak protection of investors and
minority shareholders. Therefore, family business uses diversification to exploit minority shareholders. This
means that when the level of manager ownership in the family business is enlarged, the level of the
diversification will be increased.

Table 1. Descriptive statistics

Mean Median

. Total Family Non-Family Total Family Non-Family = Mann-Whitney

Variable t-test
Sample Sample Sample Sample Sample Sample U test--z value

DIV 0.478 0.497 0.458 2.831%** 0.480 0.510 0.450 -3.375%**
OWN 2.870 3.167 2.572 3.852%** 0.925 1.080 0.770 -1.856*
SIZE 3.676 3.645 3.707 -2.876%** 3.631 3.577 3.685 -4.220%**
RISK 4.143 3.696 4.591 -6.520%** 2.910 2.626 3.193 -5.997***
DEBT 0.445 0.445 0.446 -0.126 0.454 0.455 0.452 -0.044
IND 0.482 0.617 0.348 17.481***  0.500 1.000 0.000 -16.859%**
ROA 5.792 5.807 5.776 0.090 5.550 5.120 5.980 -2.283%*
DUAL 0.293 0.250 0.335 -5.824%%* 0.000 0.000 0.000 -5.800%**
OUTDIR 0.351 0.289 0.412 -17.585%**  0.358 0.286 0.429 -16.961%**
DIROWN 0.200 0.250 0.149 24.106%**  0.174 0.221 0.126 -25.742%%*
BLOCK 1.718 2.581 0.856 8.020%** 0.000 0.000 0.000 -8.924%**
INST 38.553 42.736 34.370 11.469%**  36.098 40.995 31.200 -10.879%**
Observations 3,642 2,169 1,473 3,642 2,169 1,473

Note. * indicates the 10% significance level; ** indicates the 5% significance level; *** indicates the 1% significance level; DIV:
Diversification; FB: Family Businesses; OWN: Managerial Ownership; SIZE: Company Size; RISK: Business Risk; DEBT: Financial
Leverage; IND: Industry Category; ROA: Prior Performance; DU AL: CEO Duality; OUTDIR: Percentage of Outside Directors; DIROWN:
Board Director Ownership; BLOCK: Percentage of Shares Held by Major Shareholders; INST: Institutional Investor Ownership.
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Table 2. Pearson correlation (full sample)

DIV FB OWN SIZE RISK DEBT
DIV 1
FB 0.045%* 1
OWN -0.012 0.061** 1
SIZE 0.017 -0.046** -0.176** 1
RISK -0.061** -0.103** 0.009 -0.077** 1
DEBT 0.070** -0.002 -0.087** -0.101%** 0.045%* 1
IND 0.068** 0.265%* -0.066** -0.141%* -0.199%** 0.112%*
ROA 0.008 0.001 0.046** 0.440** -0.070* -0.317**
DUAL -0.035* -0.092%* 0.411%* -0.118** 0.035* -0.019
OUTDIR -0.034* -0.274%* 0.064** -0.053%** 0.045%* -0.075%*
DIROWN 0.047** 0.357** 0.083** 0.008 -0.020 -0.046**
BLOCK -0.018 0.126** 0.002 -0.070%** 0.021 0.047**
INST 0.000 0.179** -0.301%** 0.492%* -0.053** -0.018
Table 2. Continued
IND ROA DUAL OUTDIR DIROWN BLOCK INST

DIV

FB

OWN

SIZE

RISK

DEBT

IND 1

ROA -0.126%* 1

DUAL -0.082%* -0.061%* 1

OUTDIR -0.215%* 0.106** 0.040* 1

DIROWN 0.051%* 0.119%* -0.121%* 0.021 1

BLOCK 0.093%** -0.072%* 0.010 -0.024 -0.068%* 1

INST 0.056** 0.263%* -0.156%* 0.028 0.420%* 0.163%* 1

Note. * When the significance level is at 0.05 (two-tailed), it will be significantly relevant; ** When the significance level is at 0.01
(two-tailed), it will be significantly relevant; DIV: Diversification; FB: Family Businesses; OWN: Managerial Ownership; SIZE : Company
Size; RISK: Business Risk; DEBT: Financial Leverage; IND :Industry Category; ROA: Prior Performance; DU AL: CEO Duality; OUTDIR:
Percentage of Outside Directors; DIROWN: Board Director Ownership; BLOCK : Percentage of Shares Held by Major Shareholders; INST:
Institutional Investor Ownership.

Table 3. The relationship between managerial ownership and subsequent diversification

Family (FB) Non-Family (NFB)
Variable DIV t* period DIV t+1" period DIV t" period DIV t+1" period
C 0.216%* 0.431%** 0.221%* 0.445%**
(2.003) (5.125) (2.046) (5.292)
FBOWN/NFBOWN -0.001 0.003** -0.002 -0.003**
(-0.379) (2.220) (-1.001) (-2.348)
SIZE 0.039 0.000 0.038 -0.002
(1.375) (0.005) (1.363) (-0.076)
RISK 0.000 0.000 0.000 0.000
(0.173) (0.124) (0.186) (0.123)
DEBT 0.103* 0.057* 0.101* 0.055*
(1.810) (1.667) (1.770) (1.795)
ROA 0.000 0.000 0.000 0.000
(0.114) (0.477) (0.120) (0.473)
DUAL -0.006 -0.006 -0.005 -0.004
(-0361) (-0.506) (-0311) (-0.291)
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OUTDIR 0.020 -0.030 0.023 -0.031
(0.703) (-1.418) (0.798) (-1.487)
DIROWN 0.250%* 0.205%%* 0.245%* 0.216%**
(2.585) (2.866) (2.566) (3.008)
BLOCK -0.001%* -0.002* -0.001* -0.002*
(-1.669) (-1.788) (-1.695) (-1.808)
INST 0.001 0.001 0.001 0.001
(0.841) (0.480) (0.767) (0.404)
R? 0.753 0.903 0.762 0.914
Adj. R? 0.732 0.894 0.733 0.894
F value 15.533%** 39.103%** 15.539%*%* 39.070%**
Observations 3642 3048 3642 3048

Note. * When the significance level is at 0.10, it will be significantly relevant; ** When the significance level is at 0.05, it will be
significantly relevant; **, *When the significance level is at 0.01, it will be significantly relevant; FB: Family Businesses; NFB: Nonfamily
Business; DIV: Diversification; FBOWN: Family Businesses Managerial Ownership; NFBOWN: Nonfamily Businesses Managerial
Ownership; SIZE :Company Size; RISK: Business Risk; DEBT: Financial Leverage; IND :Industry Category; ROA: Prior Performance; DU
AL: CEO Duality; OUTDIR: Percentage of Outside Directors; DIROWN: Board Director Ownership; BLOCK : Percentage of Shares Held
by Major Shareholders; INST: Institutional Investor Ownership.

4.2.2 Measurement of the Impact of Diversification on the Subsequent Managerial Ownership

Table 4. The relationship between diversification and subsequent managerial ownership

Family (FB) Non-family (NFB)
. FBOWN t® FBOWN t+1™ NFBOWN t" NFBOWN t+1™
Variable . . . .
period period period period
C -1.300 3.290%** 1.717%* 1.749*
(-1.062) (2.206) (1.997) (1.667)
DIV -0.079 0.804** -0.147 -0.445%*
(-0.379) (2.220) (-1.001) (-2.248)
SIZE 0.299 0.747* -0.061 0.062
(0.935) (1.959) (-0.273) (0.231)
RISK -0.011 0.000 0.005 -0.000
(-0.697) (0.011) (0.451) (-0.029)
DEBT 1.216* 0.388* -0.668* -1.301%*
(1.884) (1.670) (-1.772) (-2.480)
ROA 0.011 -0.000 0.005 -0.000
(1.251) (-0.007) (0.833) (-0.116)
DUAL 1.945% %% 0.783%%* 0.920%** 0.259*
(10.006) (3.472) (6.739) (1.683)
OUTDIR -0.933%** -0.376 -0.947%** -0.166
(-2.872) (-1.005) (-4.151) (-0.631)
DIROWN 9.094%** 2.078 0.362 1.643*
(8.395) (1.640) (0.476) (1.842)
BLOCK 0.050%** -0.032%* -0.002 -0.023%*
(3.858) (-2.323) (-0.255) (-2.021)
INST -0.015%* -0.005* -0.021%** -0.015%**
(-2.463) (-1.764) (-4.853) (-3.071)
R? 0.695 0.674 0.603 0.587
Adj. R? 0.650 0.637 0.566 0.530
F value 10.837%%* 8.909%** 7.910%** 6.087%*%*
Observations 3642 3048 3642 3048

Note. * When the significance level is at 0.10, it will be significantly relevant; ** When the significance level is at 0.05, it will be
significantly relevant; **, *When the significance level is at 0.01, it will be significantly relevant; FB: Family Businesses; NFB: Nonfamily
Business; FBOWN: Family Businesses Managerial Ownership; NFBOWN: Nonfamily Businesses Managerial Ownership; DIV:
Diversification; SIZE : Company Size; RISK: Business Risk; DEBT: Financial Leverage; IND : Industry Category; ROA: Prior Performance;
DU AL: CEO Duality; OUTDIR: Percentage of Outside Directors; DIROWN: Board Director Ownership; BLOCK : Percentage of Shares
Held by Major Shareholders; INST: Institutional Investor Ownership.

Table 4 shows that the panel data regression analysis results for models 5, 6, 7 and 8. First, when we look at the
impact of the major variable on managerial ownership, only in t+1™ period, there is a negative and significant
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correlation between non-family business diversification and subsequent managerial ownership, and is a positive
significant correlation in family business, consistent with hypothesis 2-1 and 2-2. In addition, this means that
there exists a deferred effect between diversification and managerial ownership in the t™ and t+1" period.

Moreover, the significantly negative correlation between non-family business diversification and subsequent
managerial ownership indicates that if a diversification strategy is carried out to strengthen the reputation in the
company, this will undermine the value of the business. This means that managers will reduce their level of
ownership in order to avoid damaging personal interests. This means that managers will have not a positive
linkage to increase the level of ownership managers in order to higher diversification. Thus, this implies the
higher the level of diversification in non-family businesses and the lower the degree of managerial ownership. In
addition, the significantly positive correlation between family business diversification and subsequent
managerial ownership reveals that family business managers increase their ownership to increase control rights
of family business after minority shareholders will sell their stock. Thus, in order to strengthen the status of the
family business, the amount of managerial ownership will be enlarged after diversification.

5. Conclusion

This study investigates the dynamic relationship between managerial ownership and diversification under
different ownership structures.

The empirical results show that in non-family business the impact of managerial ownership on the subsequent
diversification is significant negative and support the hypothesis 1-1 in this study. This implies that the increased
managerial ownership leads to less subsequently destructive company value for avoiding personal interest risk.
In family businesses, managerial ownership is positively correlated to the subsequent diversification, consistent
with hypothesis 1-2. This indicates that family business managers will enlarge the level of diversification in
order to exploit minority shareholders, because family members’ wealth is concentrated in family business.

Diversification is significantly negatively correlated with subsequent managerial ownership in non-family
businesses. This means that managers will reduce their level of ownership in order to avoid damaging personal
interests. In contrast, diversification is significantly positively related to the subsequent managerial ownership in
family businesses. It can be inferred that, since the family regards the business as an asset which could be passed
on to their descendants, the survival of the business is the primary objective. However, to avoid diversification to
exploit minority shareholders, minority shareholders will decrease right, as a result, family business managers
will increase their ownership after diversification.

The findings of this study provide several implications for companies, investors and governments. First, for
firms, the relationship between managerial ownership and diversification will change over time. Moreover, in the
family business, diversification may be a good tool for preserving interests for next generations and for
speculation and exploitation of the interests of minority shareholders. Second, for perspective investors, they
should understand family businesses and non-family businesses both have different dynamic relationships
between managerial ownership and diversification, in order to facilitate investment decisions. Third, government
might establish a sound monitor system to watch the change of managerial ownership and diversification
(especially, the family business), as well as announce them periodically.
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Notes

Note 1. Upon Economic Cooperation Framework Agreement (ECFA) accession, Taiwan and Mainland China
will both open up their finance and stock market, including banks, insurance and stock finance services. Other
countries can enter one area first and then use the ECFA to enter both markets for the preferential policy.

Note 2. Since both cross-sectional and time series data are utilized, the Likelihood Ratio Test is first used to
verify whether we should use the ordinary least squares, or PLS (Panel Least Squares) method for regression
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analysis. After that, the Hausman Test is used to determine whether fixed effects or random effects should be
used in the estimation model. The results showed that the fixed effects model is superior to the ordinary least
squares or random effect model.
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Abstract

This article contributes to analyze the determinants of the capital structure of 611 tunisian small and medium-sized
enterprises (SME’s), observed on a duration of six years. We will wonder about the impact of the financial
specificities of the SME on their financial structures. For that purpose, we will confront hypotheses of the financial
theory with the reality of the SME’s. The estimations conducted, via the within model, show that the financial
structure is not neutral and that the cost of financing, the profitability and the commercial debt are the main
determinants on the banking debts. The estimations also reveal a hierarchy followed by SME’s, in their financial
choice, favoring the financing by internal funds and by commercial debts. A business sector analysis shows greater
financing difficulties for the SME’s providing services compared to the industrial SME’s.

Keywords: SME, capital structure, financing, panel data
1. Introduction

Small and medium enterprises (SMEs) are the dominant form of business organizations in their contribution to
socio-economic development, creating jobs and wealth, both in developing and in developed economies (Gregory
et al., 2005; Hussain et al., 2006; Daskalakis & Psillaki, 2008). In Tunisia, SMEs are the main driver of the
economy, accounting for almost 90% of the economic fabric and employ more than 50% of the workforce in the
private sector (APIL, 2010) (Note 1). Despite the importance of SMEs, most of the literature on SMEs suggests that
these companies face financing difficulties that limit their growth and development (Gregory et al., 2005; Coluzzi
et al., 2009; Ardict et al., 2012). Compared with large enterprises, SMEs are handicapped as for the access to
financing from financial institutions and especially for long-term loans. These external funding problems result
mainly from the inability of donors of funds to estimate the degree of risk associated with these small entities,
which may not provide a basis of reliable information or adequate collateral security. SMEs are characterized
firstly by a lack of equity that weakens their solvency (Allegret, 1995). Then, they are associated with a high risk of
exploitation mainly due to the lack of diversification of their activities, their limited financial expertise and the lack
of separation between the ownership, decision and control functions (Ang, 1992). A large part of the research
works deals with the subject of the policy of corporate finance. Although many previous empirical studies have
examined the financing of large firms, much less attention is paid to small structures, particularly in transition
economies (Hutchinson & Xavier, 2006 for Slovenia; Mateev et al., 2013 for Eastern Europe). On a theoretical
level, it is difficult to identify an underlying framework for SMEs to assimilate their financial operation. First, even
though several theories have already been developed to explain the corporate debt structure, there is still no
consensus theory on which managers can rely to determine an optimal level of debt (Sheikh & Wang, 2011; Colot
& Croquet, 2007). Nearly forty years after the pioneers articles of Modigliani and Miller (1958, 1963), we still do
not have theories that can explain and guide the choice of corporate financing. Second, SMEs are not perfectly
integrated into the Founder financial framework, since the existing theories generally relate to large listed
companies. It is possible that some of the mechanisms highlighted in this context are not applicable to the universe
of unlisted SMEs. This lack of theoretical framework is a serious handicap to understand and analyze the financial
behavior of SMEs. It is in this context that the issue of this study is registered. The objective is to examine the
major determinants of the debt ratio by focusing on the impact of financial specificities of SMEs on their capital
structure. Our study is organized as follows. Section 2 is devoted to a review of the literature that examines how
theories of financing structure can be applied in the context of small businesses. Section 3 presents the potential
determinants of the bank debt as well as the empirical hypotheses to be tested. Section 4 describes the
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characteristics of the sample and the methodology. We will discuss the results of our empirical study in Section 5.
The last section concludes the paper.

2. Review of Theories of Capital Structure

The modern theory of the financial structure of companies goes back to the works of Modigliani and Miller (1958).
They point out that under certain conditions, all forms of financing are equivalent and therefore the value of the
firm is independent of its financial structure. This principle of neutrality has been widely criticized, particularly in
regard to its non-applicability. In order to bring their model to the financial reality, Modigliani and Miller (1963)
take into account the tax, including the deductibility of financial interest on the taxable income. They show that the
value of the leveraged firm is greater than that of a firm without debt, due to the debt tax shield. However, any
increase in the level of debt reduces this value because of the existence of the risk of bankruptcy (Stiglitz, 1969).
The existence of bankruptcy costs coupled with the existence of tax advantages, allow to determine an optimal
debt level, obtained when the marginal benefits bound to the deductibility of interest charges and the marginal
bankruptcy costs associated with increased debt are equal.

In the same way, the lifting of the hypothesis of absence of agency costs can also determine an optimal capital
structure (Jensen & Meckling, 1976). Agency costs are generated following the conflicts of interest between
managers-sharcholders and creditors on the one hand, and between the managers of the company and
shareholders on the other hand. SMEs are unlikely to suffer from this second type of conflict, due to the
non-separation between the functions of owner and manager. However, conflicts which oppose the creditors to
the managers are important and suppose that the latter can divert some of the wealth of their firm at the expense
of the creditors. This is possible if the company chooses investment projects whose level of risk is higher than
initially expected by the creditors (risk of asset substitution), or when it renounces profitable investment projects
(risk of under-investment). SMEs are often characterized by high flexibility of its management which allows it to
change quickly the characteristics of its projects. The creditors anticipate this opportunist character of the
managers and ask for a rather high financing premium to protect themselves. As a result, Myers (1977) points
out that companies with high growth opportunities are not interested in the issue of risky long-term debt risky,
that reduce investment opportunities and led to the abandonment of projects economically profitable. Faced with
these problems of asset substitution and under-investment, Jensen and Meckling (1976), Myers (1977) and
Titman and Wessels (1988) recommend the use of short-term debt in companies with strong growth opportunities.
The bankruptcy and the agency costs constitute the essence of the Trade Off Theory, because it is based on a
compromise between the costs and benefits of debt (Dufour & Molay, 2010).

By removing the hypothesis of perfect information, many reflections were developed to reduce the information
asymmetries, such as signal theory and the pecking order theory. Unlike theories which have been presented,
these theories do not provide an optimal debt ratio. The transmission of signals by the company in the form of
disclosure information can reduce the information asymmetry and thus make easier the obtaining of debt
financing on favorable conditions. The concentration of ownership and involvement of managers is therefore a
positive signal about the quality of the company (Leland & Pyle, 1977). Also, a high level of debt is a good
signal on the creditworthiness of the company and thus favors the increase of the debts (Ross, 1977). The
verification of this theory to the financial reality of SMEs, based on the one hand, on the higher involvement of
the managers in the capital and, on the other hand on the over-indebtedness of these companies. Signaling by the
debt ratio can not only reduce the risk of undervaluing the company, but also reduce the risk of sub-optimal
investment strategy engendered by the opening of the capital. It results a hierarchical order of preference in the
ways of financing. The pecking order theory founded by Myers and Majluf (1984) is interested in the choices of
financing options determined by their level of information asymmetries and proposes the order: equity—not risky
debt-risky debt—opening of the capital. Ang (1991) points out that this theory is easily applied in the context of
SMEs which do not seek an optimal financial structure, but whose financing decisions aim at ordering their
financing preferences. The manager of the SMEs, having for objective the maximization of their own wealth and
anxious to be exposed to the financial discipline imposed by the shareholders and creditors on the one hand, and
the dilution of ownership property on the other hand, prefers the internal financing. However, in case of
insufficient internal funds, it is preferable to use the debt, rather than raising capital from new investors, so as not
to harm existing shareholders. Several studies have examined the empirical validity of the theories of capital
structure, and tried to figure out which one is most capable to explain the decisions of corporate finance, but no
consensus exists yet, even in the context of developed economies (Sheikh & Wang, 2011). This returns to the
fact that the points on which these theories emphasize differ from one theory to another. Despite that there is no
universal theory of financing choices (Myers, 2001), the above-mentioned theories can provide a theoretical
basis for understanding the financial behavior in particular in the determination of the factors that influence the
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financing policy of companies.
3. Determinants of Debt Structure

To identify the determinants of bank debt, we rely on previous studies on this subject which offer a multitude of
indicators, supposed to have a significant impact on the bank debt of SMEs. Within the limit of the availability of
the data of our study, we select a set of potential determinants of the debt. From these, we formulate hypotheses
to be tested on a panel of Tunisian SMEs.

Trade-Off-Theory
The cost of financing.

The deductibility of costs of interest from taxable income increased the appeal to debt rather than equity, from
which the remunerations are not deductible. However, the debt increased fixed obligations of the company, so
the risk of bankruptcy. The debt level of equilibrium is reached after arbitration between the deductibility of
interest costs and marginal bankruptcy costs. The tax benefits of financial debt are reduced in SMEs because of
the risk of bankruptcy, which explains their limited debt (Pettit & Singer, 1985; Ang, 1991, 1992; Michaelas et
al., 1999. Ziane, 2004). Our first hypothesis is:

HI: Financial interests incite SMEs to reduce their debt (Note3).
The risk.

According to the Trade-Off theory, leveraged firms must periodically pay principal and interest of their debts.
However, a high variability of flows increases their bankruptcy risk. Castanias (1983), Bradley et al. (1984),
Titman and Wessels (1988), Mackie-Mason (1990), Jensen et al. (1992), Fama and French (2002), Jong et al.
(2008) and Sheikh and Wang (2011) suggest that riskier firms tend to reduce their reliance on debt because of the
increase of the failure risk with the uncertainty of their cash-flows. Thus, our second hypothesis is as follows:

H2: the volatility of operating income has a negative impact on debt
Agency theory.
Growth opportunities.

The asset substitution problem assumes that high levels of debt may encourage managers to invest in very risky
projects, which leads to a transfer of wealth from creditors to managers. Thus, opportunities for significant
growth lead to high agency costs that reduce long-term debt. According to Myers (1977), firms with high growth
opportunities replace the long-term debt by short-term debt. Therefore, growth opportunities have a negative
impact on long-term debt (Titman & Wessels, 1988; Rajan & Zingales, 1995; Johnson, 1997; Scherr & Hulburt,
2001; Hovakimian et al., 2004; Huang & Song, 2006), and positive on short-term debt (Dubois, 1985; Weill,
2002). Regarding SMEs, which favors short-term debts, the impact of growth opportunities on leverage will be
positive (Voulgaris et al., 2004; Mateev et al., 2013).

H3: growth opportunities are positively correlated with debt.
Guarantees.

The existence of debt’s agency costs arising from the problems of adverse selection and moral hazard incites the
creditors to demand guarantees (Myers, 1977; Scott, 1977; Harris & Raviv, 1991). The rigidity of the assets can
solve these agency problems by reducing opportunistic behavior of the manager, which increases the possibility
of debt (Stiglitz & Weiss, 1981; Titman & Wessels, 1988). The guarantees reduce credit risk by retaining these
tangible assets, if the company cannot honor its debt. The concentration of capital increases the risks of
managerial opportunism and asset substitution in small businesses (Michaelas et al., 1999; Cassar & Holmes,
2003; Adaskou & Adair, 2011). A positive relationship between the amount of guarantees and the debt seems to
exist (Bester, 1985; Long & Malitz, 1985; Bourdieu & Sédillot 1993; Bias et al., 1995; Rajan & Zingales, 1995;
Bédué & Levy, 1997; Hovakimian et al., 2004; Huang & Song, 2006; Jong et al., 2008). Our third hypothesis is
as follows:

H4: Guarantees have a positive impact on debt of SME .
Signal theory.
Rentability.

According to Diamond (1984) and Sharpe (1990), good corporate reputation has a positive impact on its
relations with creditors. Financial rentability is a good signal on the financial viability of the company and plays
an important role in the appreciation of the company by creditors and also in the financial choices by the
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managers (Coleman & Carsky, 1999; Bhaduri, 2002; Panno, 2003). This idea is confirmed by the Trade Off
theory, which predicts that the most profitable companies are those most indebted for tax benefits. Thus, a
profitable firm has stronger probability to pay off its debts (Shyam, Sunder, & Myers, 1999). So, we propose the
following hypothesis:

H5: The financial rentability has a positive impact on debt.
The commercial debts.

Diamond (1984) considers that the use of debt by SME’s depends on its reputation among its commercial
partners. A company is trying to reassure its business partners such as customers or suppliers on its ability to
meet its commitments. According to the theory of signal, suppliers' credits may reflect the reputation of
companies towards their commercial partners (Leland & Pyle, 1977; Ross, 1977). Thus, banks refer to
commercial loans to judge the reliability and creditworthiness of the company. A high amount of commercial
debt encourages banks to give credits. Our hypothesis is:

HG6: there is a positive relationship between commercial debts and financial debts.
The size.

Several authors support the positive impact of size on debt decisions (Warner, 1977; Ang et al., 1982; Dubois,
1985; Titman & Wessels, 1988; Rajan & Zingales, 1995; Bédué & Levy 1997; Booth et al., 2001; Voulgaris et al.,
2004; Aghion et al., 2004; Huang & Song, 2006; Sheikh & Wang, 2011; Mateev et al., 2013). The existence of
economies of scale associated with the diversification of the activities of large enterprises, reduces the volatility
of their results (Fama & French, 2002). Size is considered as a good signal as far as the more the size of the
company is important and the more it is diversified, the more the risk of failure is reduced. This positive sign is
also justified by the agency and the Trade-Off-Theory. We so formulate our seventh hypothesis:

H7: The size of the company and debt are positively correlated.
Pecking order theory.

The consideration of the costs associated to the problem of asymmetry information creates a hierarchy between
the different sources of funding: internal financing, low-risk debt (bank loans), risky debt (bonds) and capital
increase (Myers & Majluf, 1984). Being little sensitive to the asymmetry of information, the debt can be
obtained with a lower risk of undervaluation than in case of share issue. Indeed, companies are resorting to debt
considered the unique significant source of external liquidity for the majority of SMEs, only when their internal
resources are exhausted. To test the hypothesis of the existence of pecking order, several authors establish a
negative relationship between profitability and the debts (Titman & Wessels, 1988; Biais et al., 1995; Harris &
Raviv, 1991; Jensen et al., 1992; Carpentier & Suret, 2000; Booth et al., 2001; Chen, 2004; Fama & French, 2005;
Huang & Song, 2006, Magri, 2009; Sheikh & Wang, 2011). Profitability increases the internal resources of the
company and therefore reduces reliance on external debt. This is also confirmed for small firms (Rajan &
Zingales, 1995; Cassar & Holmes, 2003; Ziane, 2004; Sogorb-Mira, 2005, Vos et al., 2007; Psillaki &
Daskalakis, 2008; Mateev et al., 2013). To verify the existence of a hierarchy of financing, De Haan and
Hinloopen (2003) test the following two hypotheses:

HS: Profitability is negatively related to debt.
HY: There is a negative relationship between corporate liquidity and debt.

Viviani (2008), Hirth and Uhrig-Homburg (2010), Sheikh and Wang (2011) and Mateev et al. (2013) argue that
liquidity is a key determinant of the level of debt factor, and can reduce debt agency costs. However, the impact
of liquidity can also be positive in the context of signal theory, insofar as they have a good signal on the financial
situation of the company.

4. Methodology
4.1 The Sample

The sample data used to estimate our model are obtained from the Central Bank of Tunisia (BCT) from the unit
Central Balance Sheet. We did not have the opportunity to choose our sample on the basis of the definition most
commonly used in Tunisia, according to which the SME is an enterprise employing between 10 and 200 employees,
nor to test for the presence of selection bias in our sample compared to the whole sample of the database of the
BCT. This database is newly created and is under construction. All the criteria allowing to reveal the accounting
identity of firms such as the company name, the address and the phone number are eliminated. The number of
employees as well as the interest rate are also masked. The selection of the final sample is made through the
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following steps. First time we have chosen all companies for all services. Our sample consists of 1,790 SMEs.
According to the BCT, any company making investments not exceeding five million dinars in the activities of
manufacturing, crafts and some services is classified as SMEs (Note 2). This database is consisted entirely by
non-listed companies, privately owned and not being a part of a group of companies. According to BCT this could
be a criterion for defining SMEs. We subsequently eliminated companies with missing or unreliable data which
reduces the sample to 1760 firms over a period of 6 years (2004—2009).

Note that the data on each company in our sample sometimes cover the entire period (2004—2009), sometimes a
longer or shorter period which makes our initial panel incomplete or not rolled. We chose to keep only firms with
data on the period of 6 years. The choice of data over the entire period is justified by the dynamic nature of our
model which supposes the inclusion of delays. The choice of a balanced panel results from the necessity of testing
the model over several years, by using the largest number of econometric tools. Our final sample includes 611
firms observed over a period of six years from 2004 to 2009.

4.2 Definitions and Measures of Variables
4.2.1 The Dependent Variable

In our analysis, we propose to use an accounting measure of debt. This choice is justified by the nature of our
sample composed of unlisted SMEs. To determine the debt level of the company, two accounting measures are also
possible in the empirical literature. The first retains the total debt ratio regardless of maturities (Jensen et al., 1992;
Rajan & Zingales, 1995). The second distinguishes the short-term debt to long-term debt (Titman & Wessels,
1988). We were obliged to choose the first accounting approach, because of the unavailability of data. The
dependent variable in our model is measured by the debt ratio, which is equal to the total debt reported to total
assets in accordance with Bias et al. (1995), Suret and Carpentier (2000), Dufour and Molay (2010) and Sheikh and
Wang (2011). The choice of total assets is justified by the neutralization of the size effect which will be taken into
account as an explanatory variable. We chose to exclude commercial debts because they are important and are
substitutable for financial debts in SMEs.

4.2.2 Explanatory Variables

Table 1 shows the definition and the measurement of variables, and also the expected signs. Descriptive statistics
for all variables are presented in Appendix 1. Based on the empirical literature, we select the following variables:

The cost of financing: the information extracted from the balance sheets of companies do not allow us to measure
the costs associated to debts. Only the financial costs can be determined from the paid interests. Not having access
to the interest rates, we measure the cost of financing by the sum of financial expenses reported to the amount of
the financial debt (Ziane, 2004).

The risk: Operational risk is often measured with volatility in operating results and / or net income. In our analysis
we measure this variable by the change in net income of the company from one year to another (Titman & Wessels,
1988; Booth et al., 2001).

Growth opportunities: are measured by a vast ange of variables. According to Lopez-Gracia and Sogorb Mira
(2008), this variable reflects the ability of the enterprise to generate internal funds. Titman and Wessels (1988) use
the ratio of R & D on turnover. Jensen et al. (1992) and Chittenden et al. (1996) retain the growth rate of sales. In
our study, we measure growth opportunities by the variation of total assets (Bias et al., 1995; Michaelas et al., 1999;
Suret & Carpentier, 2000).

Guarantees: Banks generally require collateral when they grant credits to SMEs, particularly in case of long-term
debt. This is a necessary condition according to Berger and Udell (1998). Collateral reduce the autonomy of
managers who invest only in projects initially planned for fear of losing their assets presented as collateral security.
We try to measure the guarantees by the sum of tangible assets reported to total assets (Bourdieu & Colin Sédillot,
1993; Mateev et al., 2013).

Rentability: As an indicator of business performance, financial rentability plays an important role in assessing the
company by creditors, and also in the choice of financial policy by managers (Myers, 1977). It seems important to
understand the effect of this variable on the debt. Financial rentability is measured by the net income reported to
total equity (total equity before appropriation).

Commercial debts: constitute an indicator on the creditworthiness of the company on payment of their debts
towards commercial partners. This good signal increases the confidence of banks and favors debt. However, some
authors such as Petersen and Rajan (1994) argue that commercial debt is a substitute for financial debt in
companies rationed, which decreases the granting of credit by banks. The commercial debts will be measured by
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the sum of suppliers debts reported to the total assets.

Profitability: is an indicator of the ability of the company to generate profits from its investments. These gains have
a significant impact on the financial choice in companies. In our model, we measure profitability with net income
divided by total assets.

Liguidities: highlight the existence of liquidity at the company. They indicate whether the company has internal
resources. These liquidities in the hands of managers are not without impact on debt policy. According to Hirth and
Uhrig-Homburg (2010), liquid funds represent a decision variable on the level of debt. Liquidity is measured by
the amount of liquidity and equivalent liquidity reported on total assets.

The size: the size of the company is one of the most discriminating factors when granting loans by banking
institutions (Bradley et al., 1984; Long & Malitz, 1985; Harris & Raviv, 1991; Rajan & Zingales, 1995). Hadlock
and Pierce (2010) suggest that the size and age of the company are good indicators of the level of financial
constraints. To measure the size, several indicators have been used in the empirical literature, such as the logarithm
of turnover, number of employees, the amount of fixed assets, etc. In our study, we use the logarithm of total assets
according to Bédué and Levy (1997) and Mateev et al. (2013).

Table 1. Summary of variables and expected relationships

Variable Definition Measure Expected Sign
ENDT Debt Ratio financial debts / Total assets /
INT Cost of financing Financial expenses / financial debts -
CROIS Growth opportunities variation of total assets +
GART Guarantees Tangible assets / total assets +
RSQ Risk Variation of net income -
RENT Rentability net income / total equity +
DCOM Commercial debts Supplier debts / total assets +
PROF Profitability Net income/ total assets -
LIQ Liquidities Liquidities and equivalent liquidities / total assets

TAIL Size Log (total assets) +

4.3 Method of Analysis

The econometrics of panel data allows to test the defined theoretical hypotheses. The main advantage of panel data
is to explain the behavior of individuals over several years, by identifying the dynamic effects between individuals,
not detected by cross-sectional data (Baltagi, 1995). The study of data from corporate balance sheets is generally
made according to the methods of econometrics of panel data. They allow to highlight the heterogeneity of the
observations and control the individual effects, neither by the inclusion of a specific effect assumed certain (fixed
effects) or by the inclusion of a specific unobservable effect (random effects). In addition, introducing delayed
variables distinguishes between the static and the dynamic model. Indeed, the presence of a lagged endogenous
variable among the explanatory variables leads to biased estimations, due to the correlation of the endogenous
variable with the error term. These estimators are biased especially when the study period T is limited (Sevestre,
2002). This is our case, since the observation period is 6 years. However, efficient estimators such as Generalized
Method of Moments (GMM) are used to take into account the endogeneity of explanatory variables and dynamic
aspect of models (Blundell & Bond, 1998). However, the estimation of econometric models by the dynamic
approach is tested over long periods. An estimation over a period of T years requires at least T+2 years of
observations. Thus, we use techniques of static estimations according to the works done based often on the static
model. Our model is composed of 8 explanatory variables, to which we add a constant (o)) and an error term (g).
Thus, our model is the following:

ENDT ;, = o +f, INT; + Bs RSO+ B DCOM ; + i RENT,, + Bs PROF, + s TAIL +
ﬂ7 GART” + ﬁg LIQ it + ﬁg CRO]S” + Ejt

With: i the number of SMEs, i=1....611; t the number of years, t = I .....6; S, 2, B3, B4 Ps> Ps> P7, Ps and Sy are the
unknown parameters of the model.

5. Empirical Results and Interpretations

Our empirical study requires the implementation of a set of tests and statistical tools. These statistical tests are
made by the software of data processing Stata and Winrats.
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5.1 Study of Multicollinearity and Specification Tests
5.1.1 Multicollinearity

The detection of a possible existence of multicollinearity is made through a bivariate analysis, from the study of the
correlation matrix (Table 2). The analysis of this matrix reveals that all coefficients of correlation of Pearson are
lower than the limit traced by Kervin (1992) that is 0.7. We can confirm the absence of a bivariate multicolinearity
between the independent variables included in our model of multiple linear regression.

Table 2. Matrix of correlations

ENDT INT TAIL GART LIQ RENT PROF RSQ CROIS DCOM
ENDT 1
INT -0.487 1
TAIL 0.135 -0.142 1
GART 0.293 -0.259 0.113 1
LIQ -0.004 0.01 -0.014 -0.032 1
RENT -0.032 0.015 -0.007 -0.015 -0.39 1
PROF -0.297 0.128 -0.096 -0.121 -0.004 0.045 1

RSQ -0.007 0.007 0.15 -0.019 -0.002 0.000 0.005 1
CROIS  0.026 -0.005 0.037 -0.006 -0.003 -0.001 -0.012 0.644 1
DCOM  -0.338 0.324 -0.13 -0.366 0.028 0.03 -0.073 0.001 -0.004 1

5.1.2 Specification Test

We begin at first by testing the presence of individual effects, essential for our panel data. The probability
associated with the F statistic of Fischer is lower than the maximum tolerated threshold (10%). So we confirm the
existence of individual effects, which must be taken into account in our model. Then we use the Hausman test
(1978) to discriminate between the fixed effects model and the varying effects model, and verify which one is more
suitable for the data used. H-statistic of Hausman is associated with zero probability, which implies that the
specific effects are correlated with the explanatory variables and the model is for fixed effects. In this case, we use
the estimator Within, supposed the best linear unbiased estimator. Finally, we turn to verify the absence of a
problem of error autocorrelation. The results of the OLS estimation show that the Durbin Watson statistic is equal
to 1.86. This value is close to 2, so we assume the absence of first order autocorrelation. However, given that we
are working on data over several years, the Durbin Watson is not sufficient. The test of Breusch-Godfrey allows the
detection of on the one hand a possible second order autocorrelation, and on the other a possible presence of an
error heteroscedasticity. Based on the decision rule at the 5% level, we assume the absence of error autocorrelation,
since the p-value is higher than 5%. We validate that the errors are uncorrelated at the first and the second order
confirming the homoscedasticity of the model.

5.2 Estimation Results of All Sectors

The results of the estimation of econometric determinants of the debt ratio are presented in Table 3. The
explanatory power of the model seems to be satisfaying. First, the coefficient of determination R* shows that 88%
of the variation of the debt level is explained by the selected indicators, which implies a very good quality of
adjustment. Then, the F statistic is significant at the 1% level. Thus, we consider that the model is statistically
significant and explicative of the phenomenon. The Durbin Watson statistic is equal to 1.86, it is close to 2, which
allows us to reject the null hypothesis of the Durbin-Watson test, in particular the autocorrelation of errors.

Overall, it appears that the financial structure of SMEs is not neutral, it is dependent on five significant variables
including the cost of financing, guarantees, profitability, growth rate and commercial debts.

The coefficient associated with the variable INT is negative and significant at 1% level. Our first hypothesis (H1)
is validated, confirming the theory of trade off. The tax advantages favor the debt of the company through the
deductibility of interest expenses. The negative correlation is explained by the fact that debt engenders the increase
of default risk in addition to risk associated to the small size of SME’s, which reduces the tax benefits and therefore
reduces the debt. The variable RSQ influences negatively the level of debt but it is non-significant.

The coefficient associated with the variable CROIS is positive and significant at 10% level. This result confirms
the hypothesis (H3) of agency theory. Strong growth opportunities encourage managers to engage in risky projects,
which increase the agency conflicts between the owner-manager and the bank. The substitution risk induces the
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bank to refuse to grant long-term debt. Thus, SMEs are financed massively by current liabilities. Pecking order
theory also justifies this relationship (Dufour & Molay, 2010; Adair & Adaskou, 2011). Indeed, in a context of
growth, SMEs are characterized by small size and low cash flows; find their internal resources insufficient to
finance their investment projects. They therefore resort to bank loans to keep the control of the company. The
results relative to the variable GART show a positive and significant impact of tangible assets on bank financing,
which validates the hypothesis (H4). According to the agency theory, the rigidity of assets reduces the
opportunistic behavior of the owner-manager and thus facilitates obtaining credits (Lopez-Gracia & Sogorb Mira,
2008). Due to the high costs of failure and agency associated with loans to SMEs, creditors require collateral as an
obligatory selection criterion for the granting of loans (Adair & Adaskou, 2011).

Table 3. Results of the model estimation

Dependent variable ENDT Panel Regression : Estimation by Fixed effects

Variable Coefficient Std-Error T-statistic Probability

INT -0.4208 0.0195 -21.577 0.0000000 * * *
TAIL -7.426 E-0.4 9.926 E-0.4 -0.748 0.454 (ns)
GART 0.0839 0.0139 6.036 0.0000000 * * *
LIQ -8.853 E-0.4 6.485 E-0.4 -1.365 0.172 (ns)
RENT 8.37E-0.5 4.362E-0.4 0.191 0.847 (ns)
PROF -0.1402 0.0185 -7.5678 0.0000000 * * *
RSQ 2.8494%.0.3 2.5667"-0.3 1.1101 0.267 (ns)
CROIS 0.108 0.0593 1.8205 0.0687 *
DCOM -0.285 0.0205 -13.9253 0.0000000 * * *
Uncentered R 0.949 Centered R* 0.885
Regerssion F 30.2602 Sum of square residuals 22.146

P value (F-statistic) ~ 0.000000000 Std-Error of Estimate 0.0954

Note. *** significant at 1% level; ** significant at 5% level; * significant at 10% level; (ns): not significant.

The impact of the variable RENT is not significant, the hypothesis (H5) cannot be confirmed. The influence of the
DCOM on the level of debt is significant at the 1% level. However, the positive impact of commercial debts
contradicts the hypothesis (H6) according to which supplier-credits serve as a good signal of solvency of the SMEs
towards its commercial partners. This is explained by the role played by the supplier debts as substitutes for bank
loans (Petersan & Rajan, 1994; Adair & Adaskou, 2011). According to Delannay and Dietsch (1999), this variable
plays a role of financial shock absorber when the borrowers are companies constrained by the lack of liquidity.
This is consistent with the situation of small businesses. The variable TAIL is associated with a positive but
insignificant coefficient, thereby which invalidates the hypothesis (H7). This observation can be explained by a
fairly homogeneous behavior by Tunisian banks towards all SMEs, regardless of their size. This result confirms
the findings of Adair and Adaskou (2011) who underline an ambiguous effect of the size on the debt ratio in SMEs.

The estimation results show a negative and significant correlation at the 1% level between bank debt and
profitability of the company, which confirms the hypothesis (H8). This variable plays an important role as a
determining factor of internal financing capacity of companies. Our results confirm the ideas of the theory of
hierarchical financing under which the amount of external resources needed by the company is inversely related to
its ability to generate profits. This preference for internal funds is justified by the high costs associated with an
informational imbalance between SMEs and lenders. The impact of the LIQ variable is not significant invalidating
the existence of a relationship between the debt ratio and liquidity of the company. Hypothesis (H9) is therefore
rejected.

Finally, the results confirm the importance of the apparent cost of financing, growth rates, guarantees provided,
commercial loans, and funds generated by SMEs in determining the target debt ratio. To refine our analysis, we
highlight the importance of the business sector of SMEs in the determination of its bank debt ratio.

5.3 Estimation Results by Business Sector

Several authors such as Jensen et al. (1992), Holmes et al. (1994), Michaelas et al. (1999), Psillaki et al. (2010) and
Adair and Adaskou (2011), support the impact of business sector on corporate financial policy. They underline that
each sector is characterized by appropriate ways of functioning and constitute a synthetic indicator of the risk
bound to the principal activity of the company. In order to detect differences in the debt behavior in SMEs, we will
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realize estimations by business sector, by decomposing our sample into industrial SMEs and SME service
providers.

Before making estimations by business sector, we must first verify the presence of an effect sector in our sample.
The test to be realized is a test of Fisher of equality of the vectors of parameters. Under the null hypothesis, the
model is constrained and the parameter vectors are equal for both business sectors. The F-statistic calculated is
equal to 71.5. This value is higher than the tabulated value F (9, 602) which is 1.8. Therefore, we reject the null
hypothesis, and we conclude that the vectors of parameter are different. The presence of sector effects confirms the
interest to estimate separately the two models for the two business sectors. The second test is also a test of Fischer,
which identifies whether the model is homogeneous or heterogeneous. We try to determine if the heterogeneity
comes from Pi coefficients. Thus, we test the equality of B for all individuals. If we reject the null hypothesis of
homogeneity of coefficients Bi, then we reject the panel structure. If, however, we accept the null hypothesis we
retain the panel structure and then we try to determine in a second stage, if the constants have an individual
dimension. We calculate an F-statistic by the test of Hsiao. The probabilities associated with F-statistic are lower
than 10% for industrial SMEs and SME’s of services. Therefore, the null hypothesis is accepted. So, we verify the
existence of identical coefficients for all individuals and specific constants. Thus, the economic relationship
highlighted through this model is supposed to differ for all individuals only through constants included in the
model. In the presence of this heterogeneous model, we use the Hausman test, which is used to discriminate
between the fixed effects and the random effects. The Hausman statistic is associated with a zero probability for
the two business sectors, so we favor the adoption of fixed individual effects. The objective is to identify
differences in the financial behavior of the two sectors, we realize thus estimations by Within on the group of
industrial SMEs, then on the SME of services (Table 4 and 5).

The results show a good quality of adjustment with a coefficient of determination R* of 88% and 89% for the
industry and service sector respectively. The P-value of the Fisher test is acceptable, since it has a value lower than
5%. Thus, the regression is significant in general for the both groups of SMEs (Note 4).

The results of the estimation of industrial SME are similar to the results of the first estimation relative to the total
sample (Table 4). Estimations lead to an important result whether the significant impact of liquidity on the debt
policy. This variable is manifested by a positive and significant coefficient at the 5% level. Therefore, if SMEs has
financial liquidities, the access to bank loans will be privileged. This invalidates the hypothesis (H9), which
assumes a negative effect of this variable on the debt. However, this positive correlation confirms the predictions
of the theory of signal, according to which liquidities present a good signal on the financial situation of the
company, which helps to obtain bank loans.

Unlike estimations of SME industry sector, the results of estimations of SME’s of services lead to three important
conclusions. First, the risk variable appears significant, supporting the negative impact of earnings volatility of
SME’s services on their debt ratio. This result validates the trade-off theory and confirms the hypothesis (H2).
Earnings volatility generated by SME of services increases their risk of failure. The uncertainty associated with
cash flow generated leads therefore to refusal of financing by banking institutions. A second particular result in the
services sector is the emergence of a non-significant coefficient associated with the variable GART. This is due to
the nature of the activities belonging to the sector of services, such as commercial, rents or repairs activities which
do not require important tangible assets. Compared to industrial SMEs who are equipped with rigid assets, SMEs
of services have less important assets, justifying the absence of impact of tangible assets on the use of bank debt.
These two results seem to be related. The volatility of profits generated increases the risk of bankruptcy. With this
is added the weak real guarantees offered by the companies, what is translated by a refusal of credit by banks. A
third result appears to be important is the absence of impact of the variable growth opportunities on access to
financial debt. This finding appears in connection with the previous result on the non-significant impact of assets
presented as collateral, given that the growth of assets implies an increase of guarantees. From these two results,
we conclude that the ideas of agency theory are not confirmed in SME’s service providers.
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Table 4. Results of the model estimation (industries)

Dependent variable ENDT Panel Regression: Estimation by Fixed effects

Variable Coefficient Std-Error T-statistic Probability

INT -0.367 0.0248 -14.809 0.0000000 * * *
TAIL -7.129 ¢-0.5 1.2206 ¢-0.3 -0.0584 0.9534 (ns)
GART 0.1575 0.0219 7.1963 0.0000000 * **
LIQ 0.0212 8.4894¢-0.4 2.4915 0.0128 * *
RENT 3.297e-0.3 2.6983¢-0.3 1.222 0.222 (ns)
PROF -0.413 0.0339 -12.1808 0.0000000 * * *
RSQ -8.93325.0.4 2.52625-0.3 -0.3536 0.7236 (ns)
CROIS 0.0085 0.0043 1.9658 0.0519 *
DCOM -0.3982 0.0317 -12.5774 0.0000000 * * *
Uncentered R* 0.961 Mean of dependent variable 0.2779
Centered R? 0.886 Std-Error of dependant variable 0.1997
Regerssion F 30.1351 Sum of square residuals 5.613

P value (F-statistic) ~ 0.000000000 Std-Error of Estimate 0.0754

Note. *** significant at 1% level; ** significant at 5% level; * significant at 10% level; (ns): not significant.

Table 5. Résults of the model estimation (services)

Dependent variable ENDT Panel Regression : Estimation by Fixed effects

Variable Coefficient Std-Error T-statistic Probability

INT -0.454 0.0311 -14.5796 0.0000000 * * *
TAIL -1.8761 e-0.3 1.5616 ¢-0.3 -1.201 0.2298 (ns)
GART -3.734¢-0.3 0.0177 -0.2106 0.8332 (ns)
LIQ -1.1357e-0.3 7.5678e-0.4 -1.5007 0.1336 (ns)
RENT 2e-0.5 5.0279¢-0.4 0.0397 0.9682 (ns)
PROF -0.0628 0.0239 -2.63 0.0086 * * *
RSQ -6.0844%-0.3 2.2697°-0.3 -2.6807 0.0074 * * *
CROIS -6.2496e-0.3 5.2623e-0.3 -1.1876 0.2352 (ns)
DCOM -0.2205 0.0286 -7.7037 0.0000000 * * *
Uncentered R 0.946 Mean of dependent variable 0.2923
Centered R 0.8924 Std-Error of dependant variable 0.2933
Regerssion F 32.1221 Sum of square residuals 14.2452

P value (F-statistic) 0.000000000 Std-Error of Estimate 0.1079

Note. *** significant at 1% level; ** significant at 5% level; * significant at 10% level; (ns): not significant.

5.4 Analysis of Results

Interest expenses have a significant impact on the debt ratio, regardless of the studied sample. This finding
supports the important role played by this variable in the financing policy of SMEs. Trade Off theory is validated in
explaining the structure of SME financing regardless of the activity of the company. In small structures such as
SMEs, where the risk of bankruptcy is important, tax advantages are minimal from where a less recourse to the
bank debt.

The volatility of corporate earnings has a significant influence only for to the services sector. This implies that
SMEs investing in this type of activity are riskier than industrial SMEs. It should be noted that a significant
proportion of SMEs in the services sector invest in trading activities, real estate, tourism and communications.
They are more exposed to fluctuations of the economic conjuncture than the industrial companies. Especially as,
these activities are unstable and face very strong competitions. As a result, banks are vigilant to finance such
companies whose generated flows are very volatile.

The positive relationship between growth opportunities and bank debt ratio supported by agency theory is not
verified for SME’s service providers. Indeed, banks consider that growth opportunities increase the conflicts of
interest, and lending to risky firms support further the increase of the risk of asset substitution. Investment in this
kind of activities which are difficult to evaluate and to control, give leaders a flexibility that allows them to
undertake riskier projects than those as originally announced to creditors. The latter anticipating such behavior, are
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unable to estimate the growth rate of these intangible activities by tangible parameters such as total assets.
Therefore, banks are based on other criteria, to analyze the financial situation of the company.

The agency theory also supports a positive correlation between the proportion of fixed assets and bank debt.
Guarantees present a necessary condition to get a bank loan for industrial SMEs. The latter, investing in tangible
activities have a significant amount of tangible assets that serve as relevant indicators to limit the agency conflicts
between managers and creditors, and thus favoring the granting of credit.

The profitability of the company is negatively associated with the bank debt for all estimations. This implies that
SMEs use external financing only when they exhaust their internal resources, thereby establishing a hierarchical
order of financing (Mateev et al., 2013). Besides, the commercial debts affect financing of SMEs without
distinction of business sectors. This variable seems to be decisive in determining the structure of bank debt. The
negative impact of supplier’s debts on bank debt supports that companies rationed by banks increase their
commercial debts to face liquidity constraints (Petersen & Rajan, 1994). The liquidity variable is significant only
for industrial SMEs. According to signal theory, holding company of surplus of resources favors the granting of
bank credits. These liquidities reflect the financial situation and the reliability of industrial SMEs.

The study of financial behavior by business sectors shows some differences related to the investment in a
well-defined activity. Banking institutions are based on some tangible parameters in the granting of credit for
industrial SMEs, such as guarantees, growth opportunities and liquidity of the company. Due to the high costs of
failure and the costs of agency associated with lending to SMEs, offer guarantees as fixed assets is a necessary
condition in the access to bank credits. The volatility of earnings generated seems decisive in the sector of services.
This business sector is characterized by activities which are difficult to control by banks and more susceptible to
the fluctuations of economic conditions. This sensitivity to macroeconomic fluctuations increases the constraints
of access to the bank debt and thus favors their rationing on market of bank credits. In spite of the diversity of the
activities, some determinants of the debt remain the same for both sub-samples, including financial interests,
profitability and commercial debts. These three parameters appear of a major importance in determining the debt
ratio SMEs. These companies are characterized by a high risk of failure because of their small and fragile structure,
thus they establish a hierarchy in the choice of financing, preferring to be financed first by internal resources.
Besides internal funds, commercial debts appear as a full means of financing by substituting bank debts which are
difficult to obtain for all SMEs in our sample, and verifying thereby the hypothesis of credit rationing that they
suffer from.

6. Conclusion

Our econometric study on a sample of 611 Tunisian SMEs over the period from 2004 to 2009 tried to test the
relevance of the predictions of theories intended for large enterprises, applied to the specificities of financing of
SME:s. The originality of our work consists in the identification of indicators of the bank debt of Tunisian SMEs,
insofar as the majority of previous works are not interested in the Tunisian fabric, and if this is the case, the interest
is focused on either listed companies, or on all Tunisian companies regardless of the size and the financial
specificities of SMEs.

We tested a set of hypotheses from the various theories that might explain the financial behavior of companies.
According to theoretical and empirical works studying the issue of corporate finance, we used the econometrics of
panel data to examine the capital structures of SMEs. The estimation results show that bank debt is dependent on
some financial determinants which direct the financing policy in SMEs. We specify that our objective was not to
compare the adequacy of theoretical prescriptions in large companies to those in SMEs. Our objective is to find a
positioning of small businesses in the theoretical framework mentioned. We come to explain the financial structure
of SMEs supporting the impact of financial expenses, rigid assets reported as guarantees, growth opportunities,
profitability and supplier credits. The analysis by business sector, does not modify the results in a consequent way,
but underlines a bigger fragility of debt in SME’s service providers. These companies are more risky, since they are
more exposed to changes in economic conditions. Their activities are not easily assessable and controllable by
banking institutions. This sensitivity to macroeconomic fluctuations increases the difficulties of access to bank
debt and thus promotes their rationing on the credit market. By referring to formulated hypotheses, we deduce that
the theory of Trade-Off, agency theory, signal theory and pecking order theory are rather validated in the sector of
industries. However, for SME’s providers of services, agency and signal hypotheses are not able to explain the
financing choices. Despite a diversity of business sector, financial interests, profitability and commercial debts
remain crucial determinants of bank debt in SMEs. These three variables interact in the sense of reducing the debt
ratio, which highlights the limited use of debt in SME’s. As a result, they follow a hierarchy in their financial
choice by focusing first on internal funds, the least sensitive to information asymmetry, and then on commercial
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debts.

The results of this work are a real contribution to the understanding of financial behavior of Tunisian SMEs, but
rest subject to some limitations associated with the constraints imposed in the realization of this study. Further
research could refine these results. First, by requesting for example a dynamic model that can take into account a
possible endogeneity of the explanatory variables. Such estimation requires a long panel and sophisticated
measurement tools. Then, by the consideration of the position of the company in its life cycle.
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Notes

Note 1. Innovation et stratégie entrepreneuriale en Tunisie, Mars 2010. Retrieved from
http://www.oecd.org/mena/investment/44936067.pdf

Note 2. See Article 2of Decree No0.2008-388 of 11 February 2008 published in JORT No. 15 of 19 February
2008.

Note 3. Information extracted from the balance sheets of companies do not allow us to measure the costs
associated with the debt. Only the financial costs can be determined from the interest paid (Ziane, 2004).

Note 4. The absence of multicollinearity of the explanatory variables and the risk of error autocorrelation is
checked for both subsamples.
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Note 5. The calculation of the variable INT has sometimes illogical and very high values. Referring to the work
of Perez (1998), we limited the results by choosing upper limit of 0.5.

Appendix A. Descriptive statistics of explanatory variables

Variables Average Standard deviation Minimum Maximum
ENDT 0.2816 0.2514 0 3.94

INT (Note 5) 0.1799 0.1542 0.001* 0.5
CROIS 0.0343 0.1001 -1.2128 0.6688
GART 0.5764 0.4932 0 3.7353
RSQ 0.0997 0.5799 -1.3429 2.9754
RENT 0.0656 4.8659 -155.1802 168.9713
DCOM 0.27 0.2070 0 1.9013
PROF 0.0301 0.1233 -1.7525 3.3120
LIQ 0.19 3.3183 -105.4997 125.6937
TAIL 21.9992 2.5485 6.3386 32.0442
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Abstract

Accounting information system plays a significant role in enhancing companies environment, thus it is necessary
that companies stress on the application of AIS to optimize their business. This study testes the relationship
between AIS and production activities (i.e., production design, production planning and control, production
operation and cost accounting).This study tests the head of departments’ perception towards the relationship
between applying accounting information systems and production activities, out of 113 questionnaires
distributed, only 69 questionnaires were returned and valid to run the analysis yielded 61% responses rate. The
results show a positive significant relationship between AIS and production activities (i.e., production design,
production planning and control, production operation and cost accounting).This study recommends that the
company have to concentrate on the application of accounting information system to benefit from its merits in all
production activities. It will be helpful in future to explore the difficulties that face the Jordanian companies in
applying accounting information system in production design.

Keywords: Accounting Information System (AIS), production activities, Jordanian companies
1. Introduction

Accounting information system is one of the basic things that a business must think about. Karthikeyan, (2010)
defines accounting information system as the data and information which flow through an information system
come from many sources: firstly, business activities with individuals or organizations external to the business,
such as sales, purchases, payments of cash, or receipts of cash; secondly, internal business activities, such as
placing raw materials in to process, using direct labor, and transfers; thirdly, the feedback resulting from output
information and managerial decisions. Without an ample accounting information system, every company would
locate themselves in anarchy. The importance of accounting system in organizational policies and models is one
of the principal success factors that effectively support the achievement of accounting and financial objectives.

The accounting Information System (AIS) is a computer based system of records, which amalgamate accounting
principles and concepts which is used to examine and record business transaction for the purpose to prepare
financial statement and provide accounting data to the users. An adequate accounting information system helps
to make their accounting activities more easily , quickly and more accurately as accounting records are examined
and financial statements are prepared within the system which allows to save time of employees, eschew
mistakes and provides information about financial position of the company .Every company can get benefit from
an accounting software package. Accounting software helps in improving the way critical financial-related
processes are managed across the business which results in increasing the efficiency and smoother execution of
core business operations. It can also assist companies in avoiding the risks and severe penalties related with
non-compliance with financial reporting laws and guidelines.

The developments in accounting information technologies, together with globalization, have produced such
concepts as “new economy”’, “e-commerce” and “new accounting”. These developments have helped in saving
time and money and also reduced the costs by accelerating transactions and communication. The developments
in information systems have caused all or some of the financial transactions in a business to be carried out in
such different forms in electronic environments as electronic commerce and electronic data exchange. So, as a
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result, the financial transactions were to be removed from the old-fashioned paper-based activity environment to
the electronic environment. Accounting information system is described as the language of a business, and
therefore makes change in all processes like, recording, reporting, categorization, and analysis. These changes
has also affected some accounting applications i.e., keeping the books, preparing financial statements, tax
statements and auditing activities.

These above-mentioned developments and changes in accounting information system, applications and
profession inevitable have lead to a change in the demands of the society and the expectations of the members of
accounting profession are increasing. The global change in the concept of business administration have forced
the members of accounting profession to recognize the economic, social as well as political changes that are
being experienced in the world and accumulate knowledge about different cultures, and to be able to look at the
events with a global perspective.

Despite the fact that business units have used modern management techniques, which require tremendous change
in production methods and machinery, appraisal systems still face severe criticism. In this study, the researchers
reviewed related literature on the Accounting Information System in production cycle. Secondly, the Problems of
the study are discussed. Then objectives of the study and Research Methodology whichinclude Product Design,
Production Planning, Production Operations were analyzed. Then the main hypothesis are formulated which
provide statistical information about the sample. Last section discusses the main results and directions for further
research are highlighted.

2. Literature Review

The Information provided to managers by Aaccounting Information Systems (AISs) are designed for use in
various ways. Researchers in accounting mainly concentrate on three characteristics i.e., focus, assessment and
time horizon (IMA, 1995). Focus indicates the extent in which data is internally collected and that this
signification refers to organization, for example the rate of productivity in occupations, or external focus on
factors, which are significant to environment such as economic conditions. Evaluation and measurement are
indicative of financial data including interest margin or non-financial data such as the rate of absenteeism
explained under non-financial conditions (Mia, 1993). Time horizon normally reflects historical weekly or
monthly data or decisive future of data prediction such as the probability of calculation in a forthcoming project.
These characteristics can be explained as the basis for the monarchy of AISs. Usually designed AISs retain
relationship with internal financial data along with past time horizon in organization. Therefore, in a smaller
monarchy AISs only incorporate internal, financial and historical data. In other words, slight excess in internal,
financial and historical data and the vast extent of AISs incorporates external, non-financial and future-centred
data. The structure of management accounting system is implemented in different accounting studies (Gul &
Chia, 1994; Chong & Chong, 1997; King & Ismail, 2005).

Sera feimidis and Simithon, 2003, stated that how to assess the Accounting information systems by studying the
social and organizational dimensions affecting them. To achieve the objectives of the study, the questionnaire
was designed and applied to a sample of 160 employees working in information systems departments of
participating companies. The most important result of this paper is that there are social and organizational
dimensions that must be addressed and the valuation process of these systems were complex and it needs large
human efforts of the entity’s staff who are familiar with the system and know its secretes and capacities. The
study indicates that it is necessary that assessment process is synchronously conducted and planned on a regular
basis with the work performance.

Morteza and Rafiei (2011).considered production cycle as the heart of manufacturing firms and has special
relationship with all internal sections (units) in which other units have duty to satisfy hardware and software
needs of production cycle, in order to optimum application. In doing so they tried to assess the effect of internal
factors on optimum application of Production cycle. The study recommended to improve the relation between
internal units and production cycle, and it is necessary for the firms to update their Accounting Information
Systems based on new technologies.

Deshmukh and Ashutosh(2006) stated in their study that production conversion cycle measures a range of
activities such as design of products , planning and controlling of production process and cost accounting.
Production planning and control involves planning production by optimizing factors such as customers demand,
availability of labor and materials, capacity restriction, distribution limits and storage restriction, are to mention
a few. Well-Planned manufacturing activities are carried out by processing raw materials though a combination
of machines and humans and generate a finished product. The cost accounting system provides information
useful for estimating production function, formatting product costs and generating information for inventory
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valuation for external reporting purposes. The twin objectives of quality and cost reduction have been a holy
grail for manufacturing industries. The last few decades have observed a number of methodologies, such as
material requirements planning (MRP), manufacturing resource planning (MRP 1II), Just in Time (JIT), Robotics
and Six Sigma, which attempted to achieve these objectives. The conversion cycle is most visible in
manufacturing organizations; however, the service industry has also benefited from conversion cycle concepts
and theories. The conversion cycle interfaces with different functions and departments in the organization, such
as purchasing, marketing and finance. Earlier efforts for quality and cost management focused on connecting
different departments and streamlining internal operations of organizations.

Al-Hantawi (2001) has specified that the most important characteristics which makes the accounting information
systems as effective and efficient, are the accuracy and speed of processing financial data into accounting
information, therefore providing management with the necessary accounting information on time; in order to
perform functions like planning, control, evaluation, speed and accuracy in retrieving stored overall and
descriptive information when it is needed; adequate flexibility; general acceptance of workers; simplicity, and to
be associated with other information systems in the entity.

3. Problem of the Study

Accounting information system is essential to any organizations long-run success. The production cycle, revenue
cycle, expenditure cycle, human resources cycle, all of these cycles send information about plan production level,
inventory level; raw materials needs, labor costs and cost of goods manufactured are sent to general ledger and
reporting information system, therefore, the managers at various cycles are in need of certain type of accounting
information system. And the question that mention here is how the accounting information system impact on
production activities.

4. Objectives of the study

The study aims to identify how the organizations accounting information system can help production activities to
achieve its manufacturing goals with the following objectives:

1- To examine the relationship between the application of accounting information system and production
activities in product design.

2- To examine the relationship between the application of accounting information system and production
activities in production planning and control.

3- To examine the relationship between the application of accounting information system and production
activities in production operations.

4- To examine the relationship between the application of accounting information system and production
activities in cost accounting.

5. Research Methodology

This study aims to test the head of departments' perception towards the relationship between accounting
information system and the production activities, this study used only the head of departments in industrial
companies because they are only familiar with aforementioned issues. Questionnaires were sent to head of
departments in Al-Hasan Industrial Zone- Irbid, to examine their perception towards the relationship between
accounting information system and production activities.

5.1 Hypotheses of the study

This study has four hypotheses were developed to test the relationship between AIS and production activities as
follows:

H1: There is a relationship between Accounting Information System and production activities in product design.

H2: There is a relationship between Accounting Information System and production activities in production
planning and control.

H3: There is a relationship between Accounting Information System and production activities in production
operations.

H4: There is a relationship between Accounting Information System and production activities in cost accounting.
6. Analysis and Findings

After highlighting the issues of this study and develop the hypotheses, in this section, this study exhibits the
result of analysis as shown below. Before testing the research hypotheses, it is important that the data collected
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were checked for validity and reliability. The content validity of the instrument was ascertained by obtaining
expert opinions from six lecturers in Jordanian universities. Additionally, it is necessary to rerun reliability test to
check for the reliability of the survey instrument. According to Hair, Money, Samouel, and Page. (2007), the
perfect measure of a concept needs more than one item. Moreover, according to Nunnally (1978), to assess the
reliability of the survey instrument, the inter-item analysis can be used to test the scale’s internal consistency.
Hence, Cronbach's alpha is considered an adequate indicator of the internal consistency and the reliability of the
survey instrument. The test shows that the Cronbach’s alphas range from 0.708 to 0.754, which exceed the
minimum value of 0.7 to be acceptable (Sekaran & Bougie, 2010). This means that the instruments used to
measure the variable were acceptable and the data were later used for further analyses.

Out of 113 questionnaires distributed, only 72 were returned. Three of these questionnaires were excluded
because they were invalid since some of them were incomplete or all answers were marked as “agree”. The
remaining 69 questionnaires yielded 61% responses rate.

The objectives of the current study are to examine the relationship between the accounting information system
and production activities. These relationships are hypothesized as follows.

H1: There is a relationship between Accounting Information System and production activities in product design.

The result of simple regression between AIS and production design shows that the r value is 0.633 (F = 285.354,
Sig. < 0.001). This means that AIS is significantly and positively related to the production design, in which for
one unit increase in the independent variable (AIS), the dependent variable (production design) will increase by
0.633 (t=15.984, p = .000). Based on this result, the first hypothesis is supported.

H2: There is a relationship between Accounting Information System and production activities in production
planning and control.

The results of a simple regression between AIS and production planning and control shows that the r value is
0.718 (F =274.632, Sig. < 0.001). This means that AIS has a positive and significant relationship to production
planning and control. The test also shows that for each unit increase in the AIS there is an expected increase in
the dependent variable by .718 (t = 5.639, p = 0.000), suggesting that AIS predicts significantly the dependent
variable. Hence, the second hypothesis is supported.

H3:There is a relationship between Accounting Information System and production activities in production
operations

The test shows that the r value is 0.125 (F = 77.182, Sig. < 0.001). This means that AIS has a positive and
significant relationship to production operations. The test also shows that for each unit increase in the AIS there
is an expected increase in production operations by .125 (t = 16.497, p < 0.01), suggesting that fair value predicts
significantly the dependent variable. Hence, the third hypothesis is also supported.

H4: There is a relationship between Accounting Information System and production activities in cost accounting.

The result of simple regression between AIS and production activities in cost accounting shows that the r value is
0.289 (F =10.766, Sig. = 0.045). This means that there is a positive significant relationship between AIS
accounting and production activities in cost accounting.. Hence, the fourth hypothesis is supported (Table 1).

Table 1. Simple regression summary

N Coefficient T p value R F value
AIS with PD. 69 0.870 5.984 0.000* 0.633 285.354
AIS with PPC 69 0.911 5.639 0.000* 0.718 274.632
AIS with PO 69 0.277 16.497 0.000* 0.125 77.182
AIS with CA 69 0.502 10.766 0.045%* 0.289 3.189

Note. * Significant at 0.01; ** Significant at 0.05.

7. Discussion and Conclusion

The results of current study came in line with the literature that examined the aforementioned relationships. For
example Romney and Steinbart (2012) stated that Accounting Information System have a dynamic role in the
production cycle. They added that these activities will enable companies to work with the information systems
function to ensure that the AIS can provide the information needed to manage the four activities of the
production cycle.
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Along with uniformity of the status of studied samples based on sample size through simple regression Test, the
results show uniformity of studied samples concerning activities of product design and AIS and lack of
uniformity in the status of programming activities and production operations. Lack of uniformity in
programming activities and production operations indicates that the firms are not prepared to accept a modern
costing system which indicates the significance of programming activities and production operations through
compatibility of AISs in readiness of firms to accept modern costing systems.

This study recommends that the company have to concentrate on the application of accounting information
system to benefit from its merits in all production activities. It will be helpful in future to explore the difficulties
that face the Jordanian companies in applying accounting information system in production design.
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Abstract

The dominant technique used to evidence certification effects at IPO is to employ the degree of underpricing as a
proxy for certification. We investigate the appropriateness of this proxy in the context of private equity backed
IPOs. Our results reveal an incongruence between certification by the vendor and expectations of underpricing.
We also find expectations of underpricing are driven by reduced informational asymmetries between the vendor
and the vendor’s broker rather than between the vendor and the market. Our conclusion is that underpricing is
too noisy a variable to be a reliable proxy for certification in this context.

Keywords: certification, IPO, private equity, reputations, private equity added value, underpricing
1. Introduction

Many studies have investigated certification effects at IPO. These have included the certification effects of
underwriters (e.g., Carter, Dark, & Singh, 1998; Carter & Manaster, 1990; Logue, 1973; Tini¢, 1988), private
equity firms (e.g., Barry, Muscarella, Peavy, & Vetsuypens, 1990; Bradley & Jordan, 2002; Lee & Wahal, 2004;
Megginson & Weiss, 1991), auditors (e.g., Beatty & Welch, 1996; Michaely & Shaw, 1995) and lawyers (Beatty
& Welch, 1996). Common to many of these studies is the use of the level of underpricing as a proxy variable to
assess the presence and magnitude of any certification effect. This practice dominates the study of certification
effects attributable to private equity firms and has been applied to studies in the US, Europe, Asia and
Australasia (e.g., Barry et al., 1990; Bergstrom, Nilsson, & Wahlberg, 2006; Bradley & Jordan, 2002; Da Silva
Rosa, Velayuthen, & Walter, 2003; Franzke, 2003; Hamao, Packer, & Ritter, 2000; Kraus & Burghof, 2003; Lee
& Wahal, 2004; Megginson & Weiss, 1991; Tykvova & Walz, 2007; Van Der Geest, & Van Frederikslust, 2001).

With such common usage, it is perhaps surprising that the use of underpricing in studying certification effects is
not more often questioned or investigated. This paper reports the results of a study which investigated the
determinants of certification and the appropriateness of using underpricing as a ubiquitous proxy for certification.
The study adopted a market perspective using financial analysts as the unit of analysis.

2. Underpricing as a Proxy for Certification at IPO

Underpricing at IPO is the practice of setting an initial offer price below that which the market is expected to
value the stock immediately following the issue (Francis, Hasan, & Hu, 2003; Hunt-McCool, Koh, & Francis,
1996). Underpricing is common and deliberate (Brennan & Franks, 1997; Hunt-McCool et al., 1996) and
explanations for it include: (1) to incentivise investors facing risk from informational asymmetries with issuers
and investment bankers, especially for smaller, uninformed investors (Baron, 1982; Ibbotson, 1975; Lee, Taylor,
& Walter, 1999; Logue, 1973; Rock, 1986), (2) to signal quality (Allen & Faulhaber, 1989), (3) to provide
incentives for regular investors to reveal information and intent (Benveniste & Spindt, 1989), (4) the desire to
leave positive perceptions of the IPO process and actors with analysts and investors through early capital gains to
increase the attractiveness of follow-on issues, that is longer term, mutually beneficial signalling and reputation
building functions (Ibbotson, 1975; Jegadeesh, Weinstein, & Welch, 1993; Lerner, 1994; Logue, 1973; Neus &
Walz, 2005; Telser, 1980; Welch, 1989), (5) regulation and/or government interference (Ibbotson, 1975;
Loughran, Ritter, & Rydqvist, 1994), (6) collusion (Ibbotson, 1975), (7) to encourage over subscription, thereby
facilitating choice in share allocations (Brennan & Franks, 1997) and (8) to reduce the likelihood of legal action
following poorly performing IPOs (Ibbotson, 1975; Tinig, 1988).

The degree of underpricing has been theorised as being a signal of the quality of a firm (Allen & Faulhaber,
1989), which is often combined with complementary signalling characteristics, including: (1) the size of offering
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(Gale & Stiglitz, 1989), (2) the level of retained ownership (Downes & Heinkel, 1982; Gale & Stiglitz, 1989;
Grinblatt & Hwang, 1989; Leland & Pyle, 1977), (3) the value of the firm (Grinblatt & Hwang, 1989) and (4) the
quality of underwriters and/or auditors commissioned for the issue (Titman & Trueman, 1986).

Reduced underpricing reduces the differential between the issue price and the immediate post issue market price.
Reduced underpricing, therefore, impacts the distribution of realised value between pre and post PO
shareholders (How, Izan, & Monroe, 1995). Numerous empirical studies have identified several factors that are
associated with underpricing levels. For example, Logue (1973) and Beatty and Ritter (1986) found that
underpricing was lower for larger companies and there is some evidence to support that it is larger for smaller
issues (Hanley, 1993; Ritter, 1987), although this finding is not consistent (Tini¢, 1988). Logue (1973) also
evidenced that prestigious underwriters were associated with lower underpricing (see also Carter, Dark, & Singh,
1998; Carter & Manaster, 1990; Michaely & Shaw 1995, Tini¢, 1988), Beatty and Ritter (1986) that increased
underpricing was associated with greater pre-issue uncertainty, Ritter (1987) that “best effort” issues had greater
underpricing than firm commitment issues, Hunt-McCool, Koh & Francis (1996) that underpricing was higher in
“hot” issue markets, Loughran, Ritter and Rydqvist (1994) that underpricing was greater the earlier a fixed price
is set and Beatty and Welch (1996) that underpricing was positively related to the number of risk factors cited in
the issue prospectus and negatively related t