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Abstract 

The class-AB/ F power amplifier (PA), Class F is commonly understood to be a switching PA, but in fact, it can 
also be a transconductance PA, depending on how hard the active device is driven. This paper presents the 
design a multistage class AB/Inverse F power Amplifier with high power added efficiency (PAE) and acceptable 
linearity for the WLAN applications. The effectiveness of the proposed controller has been verified by 
comparing proposed method with another methods using simulation study under a variety of conditions. The 
proposed circuit operation for a WLAN signal delivers a power-added efficiency (PAE) of 43.9% is measured at 
32.1-dBm output power and linearity of inverse class F displays the simulation result of 1-dB compression 
output power of 17.5 dBm at -22.4 dBm input power. Finally, the proposed PA is show a good and acceptable 
result for the WLAN system. 

Keywords: Power amplifier, WLAN system, Harmonic terminations, Biasing voltage 

1. Introduction 

The integration of wireless communication systems requires stringent capabilities in terms of linearity and 
efficiency. It is well known that the power amplifier (PA) need to amplify signals efficiently to increase the 
battery life that typically deliver their highest efficiency at maximum output power in linearity becomes 
significant (Zhen L., et al., 2002).  

Recently, power amplification techniques with inherently more power efficient have been researched to satisfy 
the requirements (Bing B., & Jayant N., 2002; Bakkaloglu B., & Fontaine P. A., 2005). Such techniques are 
included load modulation technique, switching mode amplifiers (Nam J., 2005), envelope elimination and 
restoration (Raab, F. H., et al., 1998), the multi-modes and multiband of operation and envelope tracking (Tsai Pi. 
H., et al., 2005). The Doherty Power Amplifier is a promising candidate with advantages of high PAE, low cost 
and simple construction (Kimball D. F., et al., 2006; McMorrow R. J., et al., 1994). Another many advanced 
techniques have been reported (Kenington P. B., 1999; Matsuge K., et al., 2004) for improve performance of PA 
however there are many drawbacks such as envelop tracking technique and weighted polynomial digital 
pre-distortion technique but still these techniques including complex circuit configuration, modest enhancement 
and high cost.  

This paper focus on control the shape and overlap of the drain voltage and/or current waveforms for class-AB/IF 
power amplifier using appropriate gate biasing and harmonic terminations. First, exploit the harmonic contents 
so the loss in the active device is minimized. Second, bias the amplifier toward class AB/A (AB or A) to 
improve the linearity. Finally, the simulation result show that proposed PA are significantly improvement the 
linearity, efficiency and output power can be achieved with proper harmonic terminations and proper biasing 
voltage.  

2. Proposed Circuit Design 

A schematic of the designed PA is shown in Figure 1. The output stage of the power amplifier is a class-AB/F 
topology with the harmonic control circuits, and the driver multistage is a pre-amplifier that is composed of a 
class-F amplifier. The specifications of the proposed Power Amplifier are calculated based on (Point R., 2003). 
Some of the key specifications in the design of this PA are its frequency of operation, gain, output power level, 
and bias voltages are adaptively modified of the input/output impedances. Traditionally, all the impedances of 
any RF block are terminated with 50 Ω, especially to aid in the testing of these blocks. In addition, it is easy to 
see that with the load modulation can be carried out in multistage with different control voltage profiles. 
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3. Simulation Results 

To enable to test the proposed class AB/ Inverse F amplifier, closer examination of the voltages and currents of 
WLAN amplifier is required. Figure 2 shows the voltage and current waveforms at the drain terminal for the 
class AB output stage of 3-stages WLAN PA. Recall that this PA provides output power of 17.8 dBm, power 
gain of 30.7 dB, and PAE of 29.4%. 

Figure 3 shows the simulation response of the proposed class AB/Inverse F amplifier at input power of -13 dBm. 
Higher output power of 19.2 dBm is provided with a power gain of 32.1dB and PAE of 38.7%. 

Figure 4 shows the 1-dB compression output power for 3-stages WLAN PA, with output stage of different 
biasing gate voltages for comparison. The linearity of power amplifier in the proposed mode can be expected to 
be higher than the traditional class F.  

Figure 5 shows this principle, when class AB/F 1-dB compression output power is 16.7 dBm which represents 
good linearity, compared with that of 10.3 dBm for the traditional class F amplifier. In this proposed switch 
mode and with the assistance of harmonic impedance components at the output, to improve the efficiency, the 
1-dB compression can be increased as a criterion of linearity improvement. 

Figure 6, the linearity of inverse class F displays the simulation result of 1-dB compression output power of 17.5 
dBm at -22.4 dBm input power. This value represents a very important indicator to combine linearity 
improvement with all others output requirements such as output power, power gain, and PAE. 

Finally, Figure 7 shows testing the simulation response of drive a proper input signal to the output stage with 
different biasing gate voltages, in which, 3-stages WLAN PA is designed with class AB biasing for each stage in 
addition to the second and third harmonic impedance components at the output terminal of the output stage. The 
power-added efficiency was measured to be 43.8%, a very good value, indicating the advantage of these 
proposed design steps.  

4. Conclusion 

In this paper, Class AB/F is studied the ideal theoretical solution for the efficiency-linearity tradeoff and have 
proposed a new concept of a class AB/IF PA 2.4 GHz using multistage technique. However, the performance of 
this amplifier relies heavily on the realization of the harmonic traps and the input biasing voltage. As for the 
class-F amplifier, harmonic terminations at the drain are important to improve both efficiency and output power. 
For the third-harmonic resonator to generate a third-harmonic component of voltage, it requires third-harmonic 
current which does not exist. The simulation result showed that the proposed significantly improved the 
efficiency over a broad average output power compared to the conventional balanced amplifier. 
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Figure 1. Optimized PA schematic 

 

 
Figure 2. The voltage and current waveforms at the drain terminal 

 

 
Figure 3. Percentage output power, power gain, and power added efficiency 
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Figure 4. Compression 1-dB linearity output power of 3-stages WLAN PA 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Compression 1-dB output power of 3-stages WLAN switch PA 
 

 
Figure 6. Compression 1-dB output power of proposed class AB/Inverse F 3-stages WLAN PA 

 

 
Figure 7. Added efficiency versus the input signal frequency 
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Abstract 

The effect of antecedent conditions on the prediction of soil pore-water pressure (PWP) using Artificial Neural 
Network (ANN) was evaluated using a multilayer feed forward (MLFF) type ANN model. The Scaled Conjugate 
Gradient (SCG) training algorithm was used for training the ANN. Time series data of rainfall and PWP was used 
for training and testing the ANN model. In the training stage, time series of rainfall was used as input data in one 
model whereas, rainfall and pore water pressure with some antecedent conditions was used in second model and 
corresponding time series of PWP was used as the target output. In the testing stage, data from a different time 
period was used as input and the corresponding time series of pore-water pressure was predicted. The performance 
of the model was evaluated using statistical measures of root mean square error (RMSE) and coefficient of 
determination (R2). The results of the model prediction revealed that when antecedent conditions (past rainfall and 
past pore-water pressures) are included in the model input data, the prediction accuracy improves significantly. 

Keywords: Antecedent, Artificial Neural Network, Pore-water Pressure, Prediction, Rainfall 

1. Introduction 

Variations in soil pore-water pressure (PWP) due to rainfall are known to exhibit highly non-linear and complex 
relationship. This is due to the spatial and temporal variability of precipitation, evaporation pattern and soil 
properties. The knowledge of PWP is very important in the determination of strength and effective stress of a soil. 
Excessive PWP increase is known to cause slope failures in areas susceptible to landslide. To arrive at effective 
remedial and design strategies against slope failure it is necessary to know the PWP changes due to rainfall. 
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Tensiometers are usually used to measure PWP at different depths of soil. In general, PWP of soils depends on 
several soil and climate-related factors such as rainfall, soil properties (grain size, porosity, density, etc.), 
temperature, evaporation, solar radiation, soil depth, and antecedent conditions. Therefore, reliable prediction of 
pore-water pressure is significantly data-demanding. 

Use of Artificial Neural Network (ANN) techniques to solve problems in civil engineering began in the late 
1980’s (Flood, & Kartam, 1994). Applications of ANN techniques for simulation and forecasting in water 
resources engineering are few and relatively recent. ANN has been applied with success in estimation and 
forecasting of discharge capacity of channels (Unal, Mamak, Seckin, & Cobaner, 2010), suspended sediment 
(Mustafa, Isa, & Rezaur 2011), discharge (Tawfik, Ibharim, & Fahmy, 1997) and hourly and daily stream flows 
(Kang, Kim, Park, & Ham, 1993). A comprehensive review carried out by the American Society of Civil 
Engineering (ASCE) Task Committee on Application of ANN in hydrology concluded that ANN can perform 
well as existing models (ASCE, 2000a, 2000b). The ANN approach to nonlinear behavior modeling is more 
effective and more efficient whenever an explicit knowledge of the hydrological process is not required (Hsu, 
Gupta, & Sorooshian, 1995). It appears that for predicting PWP variations application of ANN could be an ideal 
alternative to regression based approaches.  

The objectives of this study are (i) to develop an ANN model using Scaled Conjugate Gradient (SCG) learning 
algorithm for predicting time series of pore-water pressure responses to variations in rainfall pattern, and (ii) to 
evaluate the influence of antecedent conditions (past rainfall and past pore-water pressures) on the prediction 
accuracy of the ANN model. 

2. ANN Model Theory 

The architecture of ANN is a data processing system that consists of a large number of simple units called 
neurons or nodes having a local memory and interconnected with weights and biases. ANN differ from the 
traditional physically based models in a way that, ANN has the ability of self adaptation, can capture functional 
relationships and extract patterns between input and output variables by learning from examples even if the 
primary relationship is complex and difficult to describe by a physically based relationship. Thus application of 
ANN seems appropriate for problems whose solutions necessitate information that are hard to describe and lack 
of sufficient data or observations. Due to its self-learning, self-adaptable processing, non-linear pattern 
classification, and identification capabilities, application of ANN to different aspects of hydrologic modeling has 
attracted interest in recent years (Cigizoglu, 2004; Cigizoglu, & Alp, 2004; Hu, Lam, & Ng, 2001). 

Application of an ANN consists of three steps; (i) training, (ii) validation and (iii) testing. Available data are 
divided for all these steps. Usually, as a rule of thumb, 60% of the available data are used for training, 20% for 
validation and the remaining 20% for testing. However, this rule is not fixed and could be changed depending on 
the availability of data. Training and validation could be viewed as the same process because in both steps input 
and target data are introduced to the network and the network is trained. Therefore, in some instances when a 
large dataset is not available, training and validation could be combined together in a single training session (i.e. 
80% data could be used for training instead of 60% for training and 20% for validation). During testing, a new 
set of data which has not been used in training is provided to the network to produce the output (prediction). To 
assess the performance of the ANN model the outputs generated during testing are compared with the 
corresponding observations. 

An ANN is designed by weights between the neurons, transfer function and learning laws (Caudill, 1987). 
Multilayer Feed Forward (MLFF) networks consists of more than one layer (i.e. input, hidden and output layers) 
and in Feed Forward (FF) networks all the information are transferred in the forward direction only, i.e. from 
input neurons to output neurons through the hidden layer. There is no cycle or loop in the feed forward network. 
The architecture of an MLFF network is shown in Figure 1. Subscripts i, j, and k denote the ith (1 ≤ i ≤L), jth (1 ≤ j 
≤ M), and kth (1 ≤ k ≤ N), neuron in the input, hidden and output layers, respectively. The letters L, M, N denote 
the number of neurons in the input, hidden and output layers respectively. The symbols yk and zk denote the 
output and target values respectively of the kth neuron in the output layer. 

The objective of training is to minimize the error between target and output values by adjusting the weights and 
biases through an algorithm called the learning law. During training a neuron obtains inputs from the previous 
layer which is multiplied by its weight and the bias value is added. Thus, the combination of the net weighted 
inputs and bias netj to the jth neuron in the hidden layer is represented as 





L

i
jjiij bwxnet

1

        (1) 
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where, xi is the input to the ith neuron in the input layer; wji is the weight of jth neuron of the hidden layer 
connected to the ith neuron of the input layer and bj is the bias of the jth neuron in the hidden layer. The net input 
to the jth neuron of the hidden layer is then passed through a transfer function f to produce the output of the jth 
neuron in the hidden layer. If the activation level of neurons is strong enough then it produces an output. The 
output of the jth neuron in the hidden layer can be expressed as  









 



L

i
jjiijj bwxfnetfy

1

)()(       (2) 

The output of the hidden layer is an input to the neuron in the output layer and the same operation as in the 
hidden layer is repeated in the output layer to obtain the output of neurons in the output layer. The net weighted 
input and bias to the kth neuron in the output layer is represented as 

k

M

j

L

i
jjiikj

M

j
kkjjk bbwxfwbwyfnet 








  

  1 11

)()(     (3) 

where, wkj is the weight of kth neuron of the output layer connected to the jth neuron of the hidden layer and bk is 
the bias of the kth neuron in the output layer. The output from the kth neuron in the output layer is given by 




















  

 

M

j
k

L

i
jjiikjkk bbwxfwfnetfy

1 1

)()(     (4) 

The error ek of the kth neuron in the output layer which is the squared difference between the target and output 
values can be written as 

2)( kkk yze           (5) 

If there are P numbers of input data pairs such that (1 ≤ p ≤ P), the global error of the network in terms of mean 
squared error is written as  


 


P

p

N

k
pkpk yzE

1 1

2)(
2

1         (6) 

Equation (6) is called the error function of the network and is a function of network connection weights. During 
training the global error function is minimized by the learning rule. The learning rule enables updating (adjusting) 
the connection weights through successive iterations such that the difference between target and output values 
for all dataset is within a predefined tolerance limit. 

There are several learning algorithms available, the commonly used ones are the (i) Back propagation (BP), (ii) 
Back propagation with momentum, (iii) Conjugate Gradient (CG), (iv) Scaled Conjugate Gradient (SCG), (v) 
Quasi Newton’s and (vi) Levenberg-Marquardt (LM) algorithm. Each of these algorithms has its own distinct 
advantages and weaknesses. However, the SCG algorithm is based on the second order gradient supervised 
learning rule and is claimed to have learning speed (convergence rate) about 2 times faster than the CG algorithm 
and about 20 times faster than the regular BP algorithm (Moller, 1993; Schraudolph, & Graepel, 2002). Other 
major advantages of the SCG algorithm are that it does not depend on any critical user selected parameter (e.g. 
learning rate, momentum) as in BP algorithm and it does not involve computationally expensive line-search to 
scale the step size as in CG algorithm, instead it uses a trust-region method to scale the step size(Cestisli & 
Barkana, 2010; Falas, & Stafylopatis, 2005). 

3. Methodology 

3.1 Data Source and Study Area 

The data used in this study are the time series of pore-water pressure and rainfall records from 3 m soil depth, for 
a period of three and a half months and at 4 hour interval during dry periods (no rainfall) and 10 min interval 
during wet periods. The data was collected through a field instrumentation program of a residual soil slope in 
Yishun, Singapore (Rahardjo, Leong, & Rezaur, 2008; Rezaur, Rahardjo, Leong, & Lee, 2003). The three and a 
half month time series data consists of 1450 pore-water pressure measurements varying between both positive 
and negative values with a maximum negative PWP of magnitude 15 kPa. The entire monitoring period 
spanned over three years and included time series of pore-water pressure and rainfall measurements at 4 different 
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slopes in 2 major geological formations (Bukit Timah Granitic Formation and Sedimentary Jurong Formation) 
and at soil depths 0.5, 1, 2, and 3 m. The data was primarily collected with a view to understand rainfall-induced 
slope failure mechanism (Rahardjo, et al., 2008) and hydrological responses of slopes under tropical climate 
(Rezaur, et al., 2003). Climate at the study area is hot and humid (equatorial) with no marked dry season. The 
temperature varies little throughout the year with an annual average of 26.6 C and a relative humidity of 84% 
(Meteorological-Service-Singapore, 1997). The soil at the Yishun site is residual soil from the Bukit Timah 
granite which varies from silty or clayey sand to silty or sandy clay, depending on the degree of weathering, but 
is commonly sandy clayey silt (Rahardjo, et al., 2008). 

3.2 ANN Architecture 

Two different ANN model architectures were used in this study; hereafter called the ANN1 and ANN2. ANN1 
consisted of one neuron in the input layer for rainfall, 4 neurons in the hidden layer and one neuron in the output 
layer, denoted by ANN architecture 1–4–1. ANN2 denoted by 8–4–1 architecture, consisted of 8 neurons in the 
input layer out of which 3 were used for rainfall values (1 current and 2 antecedent) and the remaining 5 were 
used for PWP (antecedent values). ANN1 architecture was adopted to examine the suitability of modeling the 
variation of pore-water pressure at the current time ut as a direct function of variation of rainfall at current time rt, 
(i.e )( tt rfu  ), i.e. without accounting for any effect from antecedent conditions. Whereas ANN2 architecture 
was adopted to examine the suitability of modeling the variation of pore-water pressure as a function of variation 
of rainfall and pore-water pressure at the present time t and past (antecedent) times (t–1, t–2…… t–5) such that; 

),,,,,,,( 5432121  ttttttttt uuuuurrrfu      (7) 

There is no hard and fast rule for selecting the number of neurons in the hidden layer. In this study, the number 
of neurons in the hidden layer was arrived at by trial and error method (Maier, & Dandy, 2000). A program code 
using ANN toolbox in MATLAB was written for the application of the ANN algorithm described in the ANN 
model and theory section. 

3.3 Input Data Selection 

Success in the identification of a non-liner system by ANN training depends on the selection of appropriate 
training data which should be representative of the non-liner system to be mapped during the ANN training 
(Rojas, 1996). In this study the available three and half month synchronized time series data of pore-water 
pressure and rainfall was divided into two sets. Data from Oct 12–1998 to Dec 17–1998 (about 70% of the 
available data) was used for training-validation while data for the period Dec 18–1998 to Jan 24–1999 
(remaining 30% of the data) was used for testing (prediction).  

3.4 Activation Function Selection 

In this study, the hyperbolic tangent sigmoid transfer function, also known as hyperbolic tangent or tansig (Eq. 8) 
was used for neurons in the hidden layer. Linear transfer function, also known as purelin (Eq. 9) was used for 
neurons in the output layer. 

xx

xx

ee

ee
xf








)(          (8) 

xxf )(           (9) 

3.5 Data Normalization 

The input and target data (raw data) need to be normalized before use in the ANN training and testing to 
commensurate with the upper and lower bound limits of the activation functions used in the hidden neurons. This 
ensures fast processing and convergence during training and minimizes prediction error (Rojas, 1996). Since 
hyperbolic tangent sigmoid activation function whose upper and lower bounds are in the range of –1 to 1 was 
used in the hidden layer neurons, the pore-water pressure and rainfall data was normalized by transforming the 
data to the range of –1 to 1 using the equation; 

1
)(

)(
2

minmax

min 





xx

xx
z

p

p
        (10) 

where, zp is the normalized or transformed data series, xp is the original data series, xmin, xmax are the minimum 
and the maximum value of the original data series respectively, 1 ≤ p ≤ P and P is the number of data.  
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3.6 Performance Evaluation Criteria 

In hydrological studies root mean square error (RMSE) is commonly used to evaluate model performance. The 
ideal value of RMSE for best performance is zero. In this study, the performance of the model was evaluated 
using RMSE between the observed and predicted values, as 

2/1

1

2)(
1

RMSE 



   

P

p pp yz
P

      (11) 

where, zp and yp are the observed and predicted values of pore-water pressure, respectively, P is the number of 
observations for which the error has been computed. 

3.7 Stopping Criterion 

The rule for stopping the training was based on either the relative error of the sum of square error E ≤ goal or the 
maximum number of given epochs, whichever is satisfied first. In the program code, values of 0.001 and 500 
were used for goal and number of epochs, respectively.  

4. Results and Discussion 

The summary of ANN model performance statistics are shown in Table 1. The performance of both the ANN 
models in terms of minimizing the mean square error (MSE) to a desired goal and the time and number of 
epochs to reach the desired goal during training of the networks are shown in Figure 2. ANN1 model started 
training with an initial global MSE of 5.29 and minimized the MSE to 0.3 within only 3 epochs. Thereafter, the 
network appears to be trapped with local minima and the MSE remained constant at 0.28 until the maximum 
number of epochs (500) was reached, the goal however was not achieved (Figure 2a). For ANN2 model the MSE 
decreased very fast (0.8 to 0.003) for the first 7 epochs and then continued to decrease at a slower rate until the 
goal (0.001) was reached at 82 epochs (Figure 2a). Similarly, Figure 2b shows that for ANN1 the MSE decreased 
from 5.29 to 0.3 in 0.02s but remained constant at 0.28 till the training finished at 4s when the maximum number 
of epochs (500) was reached. The ANN2 model minimized the error very fast and achieved the goal with only 
0.83s (Figure 2b). 

A comparison between observed and trained time series of pore-water pressures are shown in Figure 3. Figure 3a 
shows that ANN1 model failed to learn the non-linear behavior of pore-water pressure throughout the training 
duration and the trained values did not follow the target values. While the ANN2 model learned the complex 
behavior of the data well, adopted the non-linearity and then followed the same trend as the target values (Figure 
3b).  

Prediction results of time series of pore–water pressures during testing stage of the ANN models are shown in 
Figure 4. It is clear that ANN1 (with architecture 1–4–1) which gave poor results during training (Figure 3a) also 
showed bad performance during testing (Figure 4a). ANN2 (with architecture 8–4–1) performed well during both 
training (Figure 3b) and prediction (Figure 4b). Figure 3b and Figure 4b show that in both cases i.e. during 
training and prediction, the trends in the trained and predicted time series followed closely the trends of the 
observed pore-water pressures. 

Comparison between observed pore-water pressures and pore-water pressures predicted by the ANN models are 
shown in Figure 5. The coefficient of correlation (R2) and the line of perfect agreement between observed and 
predicted values are also shown in Figure 5. The correlation between the observed and predicted pore-water 
pressures for ANN1 is very poor (R2=0.065, Figure 5a) whereas the correlation between the observed and 
predicted pore-water pressures for ANN2 is good (R2=0.973); confirming the superior performance of ANN2 
model (Figure 5b). 

A comparison of performance statistics in terms of RMSE, epochs, and time to reach goal in Table 1 show the 
high superiority of ANN2 over ANN1, both in training and testing stages. Both networks ANN1 and ANN2 were 
trained with the same learning law (SCG), had the same number of neurons in the hidden (4 neurons) and output 
(1 neuron) layers; while the only difference between ANN1 and ANN2 was the number of neurons in the input 
layer (ANN1: 1 input neuron, ANN2: 8 input neurons) and the choice of input parameters. The superior 
performance of ANN2 over ANN1 both in training and prediction could be attributed to the additional number of 
neurons in the input layer and the inclusion of antecedent conditions. The 8 input neurons in ANN2 were used to 
account for antecedent rainfall and pore-water pressure conditions (see Eq.12) and this resulted in superior 
performance in training and prediction by ANN2. This shows that during pore-water pressure prediction it is 
necessary to account for antecedent pore-water pressure and rainfall conditions.  
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The prediction results (Figure 4b, Figure 5b and Table1) also suggest that SCG training algorithm is suitable for 
pore-water pressure prediction. ANN model with appropriate network architecture can be used for predicting 
time series of pore-water pressure responses to variations in rainfall pattern. It also appears that time series of 
pore-water pressure responses to rainfall which is known to be a function of many factors such as rainfall, 
evaporation, soil properties, antecedent conditions (Rahardjo, et al., 2008; Rezaur, et al., 2003) could be 
predicted using ANN from the knowledge of a relatively few factors only. 

5. Conclusions 

Multilayer Feed Forward neural network model with Scaled Conjugate Gradient (SCG) learning algorithm was 
developed to predict time series of pore-water pressure responses to rainfall. An appropriate network 
configuration that could map the nonlinear behavior of pore-water pressure responses (at 3 m soil depth) to 
climatic condition was identified to be 8–4–1. The study indicated that the SCG learning algorithm is suitable for 
application to problems associated with predictions of non-linear and complex behavior such as pore-water 
pressure variation during rainfall.  

Predictions with a network architecture of 1-4-1 configuration led to unacceptable errors. The superiority of 
prediction accuracy with 8-4-1 configuration indicates the necessity of incorporating the antecedent values for 
the parameters. In other words, it is necessary to account for antecedent pore-water pressure and rainfall for 
prediction of pore-water pressure with reasonable accuracy.  

Highly dynamic, non-linear and complex behavior of pore-water pressure, which is a function of many 
independent variables (i.e. rainfall, evaporation, soil properties, soil depth and antecedent conditions), could be 
predicted with ANN models with a modest number of input variables. 
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Table 1. Performance statistics of ANN models during training and testing 
     RMSE 
Model Architecture** Goal Time (sec) Epochs Training Testing 
ANN1 1-4-1 0.001 3.28 500* 7.87 6.61 
ANN2 8-4-1 0.001 0.83 82 0.48 0.98 
*  Maximum numbers of epochs was reached but did not reach goal 
**  Number of input neurons-Hidden neurons-Output neurons 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Schematic representation of an MLFF network 
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Figure 2a. Comparison of performance in terms of number of epochs to reach goal 
 

 

 

 

 

 

 

 

 

 

Figure 2b. Comparison of performance in terms of time to reach goal 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3a. Comparison between observed and trained time series of pore-water pressures after training using 
ANN1 model 
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Figure 3b. Comparison between observed and trained time series of pore-water pressures after training using 
ANN2 model 

 

 

 

 

 

 

 

 

 

 

 

Figure 4a. Comparison between observed and predicted time series of pore-water pressures obtained during 
testing of ANN1 model 

 

 

 

 

 

 

 

 

 

 

 

Figure 4b. Comparison between observed and predicted time series of pore-water pressures obtained during 
testing of ANN2 model 
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Figure 5a. Comparison between observed and predicted pore-water pressures of ANN1 model 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 5b. Comparison between observed and predicted pore-water pressures of ANN2 model 
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Abstract 

This letter discusses hybrid projective dislocated synchronization of Liu chaotic system with five uncertain 
parameters. Based on adaptive technique, the hybrid projective dislocated synchronization of Liu chaotic system 
is achieved by designing a novel nonlinear controller. Furthermore, the parameters identification is realized 
simultaneously. A sufficient condition is given and proved theoretically by Lyapunov stability theory and 
LaSalle’s invariance principle. Finally, the numerical simulations are provided to show the effectiveness and 
feasibility of the proposed method. 

Keywords: Hybrid projective dislocated synchronization, Parameters identification, Liu chaotic system, 
Adaptive technique 

1. Introduction 

Since the pioneering work on chaos synchronization by Pecora and Carroll in 1990 (Pecora, 1990), chaos 
synchronization has attracted much attraction due to its potential applications in many practical engineering 
fields, such as secure communication, information processing, chemical reaction, and so on. In the past two 
decades, many types of synchronization phenomena have been studied, namely, complete synchronization (Lu, 
2005), generalized synchronization (Jia, 2008), phase synchronization (Ho, 2002), lag synchronization (Chen, 
2007), etc. Meanwhile, many schemes for chaos synchronization have been proposed, including linear and 
nonlinear feedback approach (Wang, 2006; Jia, 2007), adaptive technique (Jia, 2007), coupled method (Chen, 
2011), impulsive control method (Luo, 2008), among many others. 

Mainieri and Rehacek considered a type of chaos synchronization, called projective synchronization (Mainieri, 
1999), where the corresponding state vectors of drive-response systems could be synchronized up to a constant 
scaling factor. In Ref. (Hu, 2007), Hu et al. proposed a dislocated synchronization method. In this paper, we 
investigate the hybrid projective dislocated synchronization and parameters identification of Liu chaotic system. 
In this scheme, every state variable of drive system synchronizes other mismatched state variables of response 
system with different scaling factors. Based on the adaptive technique, a novel controller and parameter adaptive 
laws are designed such that parameters identification is realized, and hybrid projective dislocated 
synchronization of Liu chaotic system is achieved simultaneously. 

This work is organized as follows. The drive and response systems are described and hybrid projective 
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dislocated synchronization errors are theoretically analyzed in section 2. In section 3, a general scheme for 
hybrid projective dislocated synchronization of Liu chaotic system and parameters identification is proved. 
Section 4 presents some numerical simulations to show the effectiveness of the proposed scheme. Finally, 
conclusions are shown. 

2. Problem Formulation 

The Liu chaotic system (Liu, 2004) as the drive system is given by 
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having a chaotic attractor when 10, 40, 2.5, 4, 1a b c h k     . Here the Lyapunov exponents of system (1) 
are found to be 1 2 31.64328, 0, 14.42L L L    . The phase portrait is shown in Figure 1. 

Considering the drive system (1), the response system is controlled Liu chaotic system as following 

 1 2 1 1

2 1 1 3 2

2
3 3 1 3

,

,

,

s

s s

s s

y a y y u

y b y k y y u

y c y h y u

  


  
    







                                (2) 

where the system parameters , , , ,s s s s sa b c h k of (2) are unknown,  1 2 3, ,
T

U u u u is the controller which should be 

designed. Therefore, the goal of parameters identification and hybrid projective dislocated synchronization is to 

find an appropriate controller  1 2 3, ,
T

U u u u and parameter adaptive laws of , , , ,s s s s sa b c h k , such that the 

synchronization errors 

1 1 2 2 2 2 3 3 3 3 1 10, 0, 0e y x e y x e y x           as t              (3) 

and the unknown parameters 

lim lim lim lim li, m, , , .
t t t ts s s stsa a b b c c h h k k
    

                        (4) 

where 1 2 3, ,   are the scaling factors. 

Remark 1 When 1 2  or 1 3  , the hybrid projective dislocated synchronization will appear. When 

1 2 3    , projective dislocated synchronization will appear. More in general, dislocated synchronization and 
dislocated anti-synchronization will appear when 1i  and 1, 1, 2,3i i    , respectively. 

Remark 2 Here are another four types of hybrid projective dislocated synchronization errors 
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For these cases, the discussions are similar to the method given in this paper. 

3. Hybrid Projective Dislocated Synchronization of Liu Chaotic System 

In this section, based upon the nonlinear adaptive feedback control technique, a systematic design process of 
parameters identification and hybrid projective dislocated synchronization of Liu chaotic system under the 
situation of response system with unknown parameters is provided. 

According to the systems (1) and (2), the errors dynamical system can be obtained as follows. 
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e ce b b y k k y y ky y by cy h x u

e ae c c y h h y hy c a y a x u

  





        


          
           







           (5) 

Obviously, hybrid projective dislocated synchronization of systems (1) and (2) appears if the errors dynamical 
system (5) has an asymptotically stable equilibrium point 0e  , where  , ,1 2 3

T
e e e e . 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

                                                          ISSN 1913-1844   E-ISSN 1913-1852 18

Thus, we design the controller and parameter adaptive laws as the following theorem. 

Theorem Assuming that the Liu chaotic system (1) drives the controlled Liu chaotic system (2), take 

 

1 2 2 1 3 2 1 2 2

2
2 1 3 1 2 3 1

2
3 1 3 1 2

,

,

,

su a y k x x b x a x

u ky y by cy h x

u hy c a y a x

  





    


   
     

                           (6) 

and parameter adaptive laws 

1 1

1 2

3 3

2
1 3

1 3 2

,

,

,

,

.

s

s

s

s

s

a y e

b y e

c y e

h y e

k y y e

 


 
 
  
 











                                        (7) 

Systems (1) and (2) can realize hybrid projective dislocated synchronization and the unknown parameters will be 
identified, i.e., Eqs. (3) and (4) will be achieved. 

Proof Eq. (5) can be converted to the following form under the controller (6) 

 
   
   

1 1 1

2 2 1 1 3

2
3 3 3 1

,

,

.

s

s s

s s

e ae a a y

e ce b b y k k y y

e ae c c y h h y

    


     
      







                         (8) 

Consider the following Lyapunov function 

            2 2 2 2 22 2 2
1 2 3

1
,

2 s s s s sV e e e a a b b c c h h k k                

Obviously, V is a positive definite function. Taking its time derivative along with the trajectories of Eqs. (8) and 
(7) leads to 

         1 1 2 2 3 3

2 2 2
1 2 3 0,

s s s s s s s s s s

T

V e e e e e e a a a b b b c c c k k k h h h

ae ce ae e Pe

            

      

      
             (9) 

It is obvious that 0V  if and only if 0, 1, 2,3ie i  , namely the 
set  0, , , ,s s sM e a a b b c c     ,s sh h k k  is the largest invariant set contained in  0E V  for Eq. (8). 
So according to the LaSalle’s invariance principle (Lasalle, 1960), starting with arbitrary initial values of Eq. (8), 
the trajectory converges asymptotically to the set M , i.e., 0, , , ,s s s se a a b b c c h h     and sk k  
as t  . This indicates that the hybrid projective dislocated synchronization of Liu chaotic system is achieved 
and the unknown parameters , , , ,s s s s sa b c h k can be successfully identified by using controller (6) and parameter 
adaptive laws (7). Now the proof is completed. 

Remark 3 Taking our adaptive synchronization method, we can not only achieve synchronization but also 
identify the system parameters. 

4. Numerical Simulation 

In this section, some numerical simulations about the hybrid projective dislocated synchronization and 
parameters identification between systems (1) and (2) are given to verify the effectiveness and feasibility of the 
proposed technique. In the numerical simulations, all the differential equations are solved by using the 
fourth-order Runge-Kutta method. 

We assume that the drive signals are from the Liu chaotic system (1) with system parameters 
10, 40, 2,5, 4, 1a b c h k     and the initial values    0 2.2, 2.4,38

T
x  , the initial values of controlled Liu 

chaotic system (2) is    0 9, 2, 15
T

y    and the unknown parameters have zero initial condition. The three 
scaling factors are chosen as 1 2 32, 1, 2.8      . The simulation results are shown in Figures 2 and 3. Figure 
2 (a)-(c) display the errors state response of systems (1) and (2), Figure 3 shows the identification results of 
unknown parameters , , , ,s s s s sa b c h k . 
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5. Conclusion 

In this letter, we introduce an adaptive hybrid projective dislocated synchronization and parameters identification 
scheme for the Liu chaotic system with the response system parameters unknown. With this scheme we can 
achieve hybrid projective dislocated synchronization and parameters identification simultaneously. Theoretical 
proof and numerical simulations demonstrate the effectiveness of the proposed scheme. 

It should be pointed out that, although this process is focused on the Liu chaotic system, the systematic design 
process could be used for many other complex dynamical systems with unknown parameters. 
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Figure 1. The phase portrait of Liu chaotic system (1) with parameter values 

10, 40, 2.5, 4, 1a b c h k      
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Figure 2. The synchronization error evolutions of systems (1) and (2): 
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Figure 3. The parameters identification results of response system (2): 

(a) 10sa  ; (b) 40sb  ; (c) 2.5sc  ; (d) 4sh  ; (e) 1sk   
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Abstract 

There are many fundamental differences between electric traction networks and other industrial supply networks 
in terms of dynamic behavior and static characteristics. For example, the time variation of a load causes voltage 
variations in a supply network, which results in variations of power flow in the supply network. Today, reactive 
power compensators are the most practical solutions for keeping voltage levels in normal boundaries. In this 
paper, with the aim of fuzzy logic, a method for compensating reactive power losses in electrical traction 
networks is proposed. The proposed method has many advantages such as decreasing the reactive power 
compensation costs, determining the optimum switching step of capacitor banks and deducing the losses in 
electric traction networks. 

Keywords: Reactive Power, Electric Traction Networks, Railway Electrification, Fuzzy Logic  

1. Introduction 

Reactive power creates numerous problems in electric railway supply networks. Because of the particular 
characteristics of electric traction loads, the problems have higher intensity in railway supply networks than 
other types of electric supply networks. Reactive power can be compensated by implementation of active or 
static methods. Nowadays a common method, in most electric substations, is to use shunt capacitors (Chin H. C., 
& Lin Wh. M., 1994; Baghzouz Y., & Ertem S., 1995). The advantages and disadvantages of this method are 
explained in Table 1. 

Allocation of these shunt capacitors in the network shall be according to the power network topology. Electric 
railway networks has individual characteristic such as time variant and location variant trains' power demand. So, 
this paper proposed improving power quality based on optimization of capacitor allocation in electric railway 
power supply network. In next sections, this solution is expressed.  

2. Calculation of the Capacitor Power for Power Factor Correction  

In three phase circuits, the power factor correction capacitor is installed as shown in Figure 1. The capacitor 
power can be calculated from equation (1) (Chin Hong-Chan, & Lin Whei-min, 1996).  

 Co  tantanP Q LC                                 (1) 

In Figure1, phases a and b are the supplying overhead lines in both sides and C1 and C2 are the shunt capacitors. 
In a traction substation, the power factor is obtained from  

                                                                                        (2) 

Where WP is the measured active power (kWh) and WQ is the measured reactive power (kvarh) (Baghzouz Y., 
& Ertem S., 1990). In the electric railway supply circuit, by considering the circuit, the capacitor power can be 
calculated from  

 

22



QP

P

WW

W
Cos



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                                                                                        (3) 

Where Po is the circuit no-load probability. Generally, implantation of capacitors in three phases (between the 
lag, lead or no-load phases) is not necessary. Capacitors are usually installed in circuits in the following ways 
(Shirmohamadi D., et al., 1988):  

I. If   Ilead>> Ilagging        capacitor in lag and lead phases 

II. If   Ilead<< Ilagging        capacitor in no-load and lag phases 

III. If   Ilead = Ilagging          capacitor in the lag phase 

In case II, it is also possible to install the capacitor in the lead phases; however, this would be harmful to the 
network power factor. 

3. Cost Equation 

After calculating the loss and considering the required capacitor for reactive power compensations, the cost 
value (Chin Hong-Chan, & Lin Whei-min, 1994) can be acquired from  





k

1j

jj Loss p QK PK=f

                           

(4) 

where KP is the cost of the reactive losses, Ploss is the total losses of the overhead network in each step of 
capacitor allocation, J (=1,2,…,K) is the selected bus for capacitor installation, Kj is the minimum cost of 
possible circumstance coefficients plus the installation and maintenance, and Qj is the total power of the existing 
capacitors. 

4. Problems’ Constraints 

Each optimization problem usually includes constraints. The operational constraint is the voltage amplitude in 
traction substations, which must be kept in the permitted limits of 

max||min vvv i 
                             (5) 

where Vi is the voltage of substation i, and Vmax and Vmin are the maximum and minimum permitted voltages, 
respectively.  

5. Determining the Required Capacitor Power via Fuzzy Logic 

Various capacitor allocation methods are implemented for minimization of the reactive power losses. One of the 
implemented methods is based on Fuzzy logic that can assign sensitive points for capacitor installation. A 
Fuzzy-logic based solution benefits from high accuracy, response rate and μp (Chin Hong-Chan, & Lin 
Whei-min, 1996). 

In this research, the active power losses are used as the static input data to the fuzzy sensitive system of voltage 
in the electric train location (or bus). 

It should be noted that the minimum membership functions of the reactive power and bus voltage sensitiveness 
have assigned the required capacitor power in each operation period. Thus any increase in the losses results in an 
increase in the value of the membership function. Also, any decrease in the losses results in a decrease in the 
value of the membership function. One of the useful equations for demonstration of the function is 

ei Loss

L

p P

iwP )(
)(                               (6) 

where w is the weight coefficient obtained from  

tP

LiPw )(


                                
(7) 

where P(Li) is the active power losses in the train to the substation circuit, Pt is the total active power of other 
trains and ΡLoss is the sum of the active power losses. 

In order to find a solution for the bus voltage sensitiveness problem, in case of large voltage deviations, a low 
membership function is taken into account. Thus, the relative membership function can be expressed as 

O
CO P


1

1
)tan(tanP=Q LC 
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







                            (8) 

where v(i) is the voltage of bus i, Vmax is the maximum voltage limit, Vmin is the minimum voltage limit and w is 
the weight coefficient acquired from equation 7. Generally for calculating the required capacitor power, both the 
bus voltage sensitiveness (as in Figure 2) and the active losses (as in Figure 3) factors should be considered. 
Therefore it becomes necessary to define a decision function that contains μs. 

For finding the candidate locations for capacitor installation, both the active losses and the voltage sensitiveness 
factor are vital. Thus, considering the mentioned factors, a comprehensive decision function can be defined as 

µs(i)= min{µv(i),µp(i)}  i=1, 2,…,m                          (9) 

The minimum point of the membership function is selected as the candidate location for capacitor installation. 
The low value of μs indicates that the point of the overhead network has a very high sensitiveness to voltage 
deviations and power losses. 

6. Explanation of the Fuzzy-based Procedure 

Figure 4 explains the Flowchart of the Optimum Capacitor Allocation Procedure in the Electric Railway 
Overhead Network. 

The main steps of this procedure are (Ng H. N., et.al, 2000): 

i. Calculating the network load flow, determining voltages and losses of the buses, and calculating μp and 
μv. 

ii. Distinguishing the candidate point (i.e. bus M) by considering the minimum decision function. 

iii. Determining the capacitor power, which satisfies both the voltage and the cost constraints, after 
performing the capacitor installation steps in bus M and running the load flow. If any capacitor power 
value does not satisfy voltage constraints of a selected bus, the bus should be eliminated from the list 
of candidate buses. 

iv. After eliminating bus M from the decision function and setting the calculated capacitor on it, the load 
flow is run and a new decision function is formed without considering bus M. 

v. Distinguishing the new candidate bus from the new decision function, then jumping to step iii. 

vi. The flowchart should be taken into account until it satisfies the voltage constraints. Also decreasing 
the cost value in an instant step from proceeding is lower than the defined minimum value for all 
buses.  

One of the advantages of the demonstrated flowchart is that it considers the voltage constraints, while 
minimizing the active losses and therefore the corresponding cost function. In addition, the introduced procedure 
is capable of solving minimization of active losses problem (i.e. minimization of the cost function). The 
procedure can also determine the location and rate of the required capacitor for installation in the overhead 
network, provided that the bus voltages are in the permitted limits.  

7. Simulation Results and Comparisons 

7.1 The Required Information 

A radial supply feeder is considered and presented in Figure 5. The feeder has 9 load buses (an electric train per 
block), a nominal voltage of 25 kV and a rated power of 15 MVA. 

The loads and the feeder data of the assumed overhead network are shown in Tables 2 and 3. Other data 
presented are: Vmin =0.9 p.u., Vmax =1.1 p.u. and kp =168 $/kW.  

In Table 2, the maximum capacitor power should not exceed the total reactive power (i.e. 4186 VAR). Therefore, 
regarding the existing capacitor and the minimum cost conditions (including the maintenance, installation and 
purchase costs), the capacitor step value and the corresponding cost coefficients can be acquired from Table 4. 
The network load flow results before compensation via the presented procedure are shown in Table 5. 

It is clear from Table 6 that the costs and total losses in the presented procedure have more appropriate values 
than the referenced value in (Chin H. C., & Lin Wh. M., 1994).  
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8. Flowchart Implementation Results 

According to Table 7, the probable rates of the capacitors are obtained by considering the corresponding cost 
coefficients in every step of the calculations. The voltage magnitudes for each selected item are shown in Table 
8. 

9. Conclusion 

An appropriate method for determining the capacitors rates in each step, by considering the voltage magnitude 
constraints and the cost of losses, was proposed. In the proposed method, by setting the capacitor conditions in 
each period of operation and considering the absorbed power from each substation and the number of trains in 
each line, it became possible to ensure the improvement of the power quality index of the electric railway 
networks. In addition, the proposed Fuzzy-based solution had many advantages such as optimization of the 
compensation steps and reduction of the compensation costs.   
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Table 1. Advantages and disadvantages of compensating the reactive power via shunt capacitors 

Disadvantages Advantages 
-Insufficient life cycle  -Improvements of network utilization coefficient  
-Instability during faulty conditions -Deduction of losses 
-Increased switching over voltages -Power supply quality improvement 
-Accretion in shunt resonance occurrence 
probability  -Deduction of negative sequence component 

 -Improvement of Total Harmonic Distortion (THD) 
factor  

  -Simple installation 
 

Table 2. Load data of assumed overhead network 

Number of 
Bus 

P (KW) Q (KVar) 

1 460 1840 
2 340 980 
3 446 1790 
4 1840 1598 
5 600 1610 
6 110 780 
7 60 1150 
8 130 980 
9 200 1640 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

                                                          ISSN 1913-1844   E-ISSN 1913-1852 26

Table 3. Feeder data of assumed overhead network 

Primary Bus 
(i) 

Final Bus 
(i+1) 

R(Ω) X(Ω) 

0 1 0.1233 0.4127 
1 2 0.014 0.6051 
2 3 0.7463 1.205 
3 4 0.6984 0.6084 
4 5 1.9831 1.7276 
5 6 1.905 0.7886 
6 7 2.0552 1.164 
7 8 4.7953 2.716 
8 9 5.3434 3.0264 

 

Table 4. Variable choices of capacitor rates and corresponding cost coefficients 

J Q Ki($/kvar) J Q Ki($/kvar) 

1 150 0.5 15 2250 0.197 
2 300 0.5 16 2400 0.17 
3 450 0.253 17 2550 0.189 
4 600 0.22 18 2700 0.187 
5 750 0.276 19 2850 0.183 
6 900 0.183 20 3000 0.18 
7 1050 0.228 21 3150 0.195 
8 1200 0.17 22 3300 0.174 
9 1350 0.207 23 3450 0.188 
10 1500 0.201 24 3600 0.17 
11 1650 0.193 25 3750 0.183 
12 1800 0.187 26 3900 0.182 
13 1950 0.211 27 4050 0.179 

14 2100 0.176 --- --- --- 
 

Table 5. Bus voltage results 

J Q 

Voltage 

(the defined method 
in this paper) 

1 0.993 0.9929 
2 0.987 0.9874 
3 0.963 0.967 
4 0.984 0.9482 
5 0.917 0.9175 
6 0.907 0.908 

7 0.889 0.8892 

8 0.859 0.8593 

9 0.838 0.8382 
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Table 6. The results of comparing the presented procedure with reference value 

Reference (Chin H. C., 1994) Defined method in this paper    

119,736 119007.4 
Total 
losses($/kvar)

707 701.66 
Total 
losses(kW) 

9 5 4 9 8 5 4 3 
Compensated 
buses 

900 2500 2100 900 300 1800 450 2400 Qc(kvar) 

 

 

Table 7. Variable choices of capacitor rates and the corresponding cost coefficients 

J Q Kj($/kvar)

1 150 0.5 
2 300 0.5 
3 450 0.253 
4 600 0.22 
5 750 0.276 
6 900 0.183 
7 1050 0.228 
8 1200 0.170 

9 1350 0.207 
 

 

Table 8. The voltages of the bus after capacitor placement 

Scenario Voltage 

1 0.993 
2 0.9874 
3 0.967 
4 0.948 
5 0.917 
6 0.908 
7 0.889 
8 0.859 

9 0.834 
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Figure 1. Power factor correction in a three-phase circuit by using shunt capacitors 

 

 

Figure 2. Voltage sensitivity membership function(μv) 

 

 

Figure 3. Loss membership function(μp) 
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Figure 4. Flowchart of the optimum capacitor allocation procedure in the electric railway overhead network 

 

 
Figure 5. Single line diagram of radial feeder of the assumed overhead network 
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Abstract 

Bacitracin is being imported in India involving substantial amount of foreign exchange for its incorporation in 
poultry feed. The raw material for its production is readily available and cheap such as soybean meal, sunflower 
meal & wheat bran. Thus development of this technology in this country would result in saving a reasonable 
amount of foreign exchange by utilizing our resources. The present study is concerned with the biosynthesis of 
antibioticBacitracin by Bacillus licheniformison laboratory to scale up studies in StirredFermenter using defatted 
oil seed cakes of agricultural bye-products as startingmaterial for maximum production of the antibiotic 
Bacitracin. In stirred fermenter, antibiotic formation reached maximum (342 i.u. ml-1), 30 hours after inoculation 
at 37 oC using different natural media such as defattedsoybean meal, glucose and metal ions.In solid-state 
fermentation, wheat bran, soybean meal, sunflower meal, rice hulls and their different combinationswere used. 
The antibiotic activity 48 hours after inoculation was 4540 i.u/g when only soybean was used. 

Keywords: Antibiotics, Bacitracin, Defatted oil seed, Fermenter, Inoculation 

1. Introduction and Literature Survey 

Bacitracin is derived from cultures of Bacillussubtilis (Tracey). It is a white to pale buff, hygroscopic powder, 
odorless or having a slight odor. It is freely soluble in water; insoluble in acetone, chloroform, and ether. While 
soluble in alcohol, methanol, and glacial acetic acid, there is some insoluble residue. It is precipitated from its 
solutions and inactivated by many of the heavy metals. 

The molecular formula is: C66H103N17O16S. Bacitracin is comprised of a polypeptide complex and Bacitracin A 
is the major component in this complex. The molecular weight of Bacitracin A is 1422.71. 

Bacitracin consists of one or more of the antimicrobial polypeptides produced by certain strains of Bacillus 
licheniformis and Bacillus subtilis var Tracy and yields the Amino acids L-cysteine, D-glutamic acid, Lhistidine, 
D-phenylalanine, L-lysine, L-isoleucine, L-leucine, D-ornithine and DL-Aspartic acid on hydrolysis (BP 2002) 
and functions as an inhibitor of cell wall biosynthesis (Azevedo, 1993). Bacitracin of other micro-organism is an 
antibiotic as well as non-ribosomally produced by Bacillus licheniformis (Ohki, 2003). 

Different types of Bacitracin like A, A1, B, C, D, E, F, F1, F2, F3 and G have been isolated. The most potent 
antibiotic is Bacitracin A, whereas Bacitracin B and C are less potent and the rest possess a very little 
antibacterial activity. This antibiotic is the most effective against Gram +ve and a few Gram –ve species of 
bacteria. It is almost exclusively used as a topical preparation in the treatment of infections (Brunner, 1965). 

Bacillus licheniformis is a bacterium that is commonly found in soil and bird feathers. Birds that tend to stay on 
the ground more than the air (i.e. sparrows) and on the water (i.e. ducks) are common carriers of this bacterium; 
it is mostly found around the bird's chest area and back plumage. 

B. licheniformis is part of the subtilis group along with Bacillus subtilis and Bacillus pumilus. These bacteria are 
commonly known to cause food poisoning and food spoilage. B. licheniformis also is known for contaminating 
dairy products. Food borne outbreaks usually involve cases of cooked meats and vegetables, raw milk, and 
industrially produced baby food contaminated with B. licheniformis. 
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This bacterium, although detrimental, can be modified to become useful. Researchers are trying to turn bird 
feathers into a nutritious livestock feed by fermenting non-digestible proteins on bird feathers with B. 
licheniformis. There is also research about the possibility that B. licheniformis causes changes in color in birds' 
feathers; this will provide information on the evolution of molting. Also, cultures of B. licheniformis are made to 
retain its protease, which is in turn used in laundry detergent.  

Bacillus licheniformis, a Bacitracin producer, has an ABC transporter system which is hypothesized to pump out 
Bacitracin for self-protection (Podlesek, 1995). Bacitracin holds considerable importance. It is also widely used 
as supplement in poultry nutrition. Its addition to the feed increases feed efficiency and the incidence of 
infectious diseases are greatly reduced (Shalak, 1971; Smekal, et al., 1979). Zinc Bacitracin and Bacitracin 
methyl disalicylate (feed grade) are widely used for growth promotion. Addition of Bacitracin to the feed may 
affect the activity and synthesis of certain liver enzymes (Rybinska, 1977) and increase the level of proteases and 
amylases in the digestive tract of laying hens. 

2. Materials and Methods 

2.1 Organism 

Bacillus licheniformis (ATCC 9945, 10716, 11945, 11946 and 14580- PCSIR 89 locally isolate) were collected 
from National Chemical Laboratory (N.C.L) in Pune-India and used for the production of antibiotic Bacitracin. 

2.2 Gram Staining 

Gram staining was carried out before Inoculum Preparation to ensure whether collected Bacillus 
licheniformisfrom N.C.L was pure. 

2.3 Inoculum Preparation 

The bacterial growth was aseptically scrapped from 48 hours old cultures lants and transferred to 50 ml sterilized 
basal medium (Table 1) in 250 ml conical flask and then shaken on rotary shaker at 150 rpm for 24 hours at 
37 °C. The vegetative culture thus obtained was used for inoculation into fermentation media. 4% v/v inoculum 
was used in this study. 

2.4 Fermentation Media for Bacitracin Production 

Fermentation media used for the production of Bacitracin by Bacilluslicheniformisis given in Table 2. 

3. Fermentation Technique (Method) 

10 g of the substrate was taken in 250 ml of conical flask. It was wetted by 10 ml of distilled water previously 
adjustedto pH 7 or phosphate buffer of pH 7 was used. Medium (Table 2) was autoclaved at 121 oC for 15 
minutes; it was allowed to cool and then was inoculated with 1ml of seed culture. After inoculation, the flasks 
were shaken well and then incubated at 37 oC for 48 hours. At the end offermentation period, the fermented 
material was soaked in N/100 HCl for 1 hour and then centrifuged. The supernatant layer was assayed for 
calculation of antibiotic activity. 

Rate of production of bacitracin by Bacillus licheniformis in wheat bran by solid-state fermentation is given in 
the following Table 3. 

3.1 Effect of Different Oil Seed Cake on the Production of Bacitracin 

Bacitracin consists of a group of closely related peptides. Thus effect of different defatted oil seed cakes as a 
source ofamino acids, vitamins, minerals and sugars were investigated as in Table 4. 

The production of Bacitracin on laboratory scale was carried out in 30-L Glass Stainless Steel Fermenter (B.E. 
Marubishi – MSJ – N2, Japan). It was connected with bioprocess operator-MSSD-1 and bioprocess 
controller-MEDIAC-93. The basal medium was sterilized inside the fermenter automatically. Temperature, pH, 
agitation and foaming were controlled automatically. The fermentation medium (Table 2) which gave the best 
results in shake flasks was used. The fermenter was run for 48 hours. The antibiotic activity during fermentation 
was determined from time to time. 

Fermentation phenomenon can be occurred in simple condition. A rotary shaker is required. The fermentation 
medium would be a flask which is plugged by cotton. Note that transfer of inoculum (basal) medium to 
fermentation flask must be done in absolute sterilized environment. 

3.2 Assay 

The activity of the antibiotic Bacitracin present in the fermented material was determined by agar diffusion 
method (Table 5). 
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The pH of the medium was adjusted to 7.0 with 1N NaOH/HCl before the addition of agar. The medium was 
sterilized at 121 °C for 15 minutes. Approximately 20 ml of the medium was aseptically poured into the sterile 
Petri-plates and allowed to solidify. Then, 4 ml of melted assay medium which was previously inoculated with 
the pre-determined concentration of test organisms i.e. Staphylococcus aureus and Escherichia coli were spread 
uniformly over the first layer and were allowed to congeal. After setting the second layer, four holes 0.8 cm of 
diameter were made in the plates aseptically with stainless steel borer of uniform edge and size. 

Two opposite holes were filled with working standard of 1:4 dilution (S1, S2) and the remaining two were filled 
with sample to be determined of 1:4 dilution (T1, T2) using micropipette. 0.12 ml solution was poured in each 
digged hole. The plates were then very carefully placed in incubator for 24 hours at 37 °C. Clear zones of 
inhibition were developed both by standards and samples. Diameters of zones of inhibition were measured and 
compared with the known standard. 

The potency of the sample was determined by the following formulae: 

1. Difference due to dose (E): E = ½ (T2 + S2) – (T1 + S1) 
2. Difference due to sample (F): F = ½ (T2 + T1) – (S2 + S1) 
3. Log ratio of doses (I): I = log 4 = 0.602 
4. Slope (B): B = E / I 
5. Potency ratio = Antilog of M, where M = F / B 
6. Potency of sample = Antilog of M x Potency of standard 
Where  

S1 = Standard High (in concentration) 

S2 = Standard Low (in concentration) 

T1 = Test High  

T2 = Test Low 

3.3 Units of Bacitracin  

One unit of Bacitracin activity is the amount of antibiotic in 0.2 ml of culture supernatant broth that will cause a 
1 mm inhibition zone outside the cylinder (Bernlohr, & Novelli, 1960). One unit of Bacitracin is equivalent to 26 
μg of USP standard (Harvey, 1980). The USP Unit of Bacitracin is the Bacitracin activity exhibited by the 
weight of USP Bacitracin Reference Standard indicated on the label of the Standard. It has a potency of not less 
than 40 USP Units of Bacitracinmg-1 (Nichols, 2000). 

3.4 Isolation of Bacitracin by Centrifugation  

The fermented broth was centrifuged at 10,000 rpm for 15 minutes in a refrigerated centrifuge at 4 °C in order to 
remove cells and solid suspended particles. The clear supernatant solution was used for the isolation of 
antibiotic. 

3.5 Partitioning 

Physical separation may be used for isolation, purification, identification and determination of organic 
compounds. It is, of course, generally a two-phase process, and can be classified into solid-liquid, liquid-liquid, 
gas-liquid and gas-solid systems. An exception is electrophoresis, which takes place in a single phase. 
Applications of physical separation may cut across these categories- for example; phase titrations may result in 
separation of a solid or a liquid phase from the initial liquid phase. Similarly, some of the factors associated with 
physical separation have implications for figurative separation. 

4. Results and Discussion 

The production of antibiotic by solid state fermentation involves less consumption of energy compared to stirred 
fermenters where continuous aeration, agitation and control of foaming are necessary. 

The rate of production was determined by using wheat bran as solid substrate. The antibiotic activity was 
determinedafter every 12 hours during the course of fermentation (Table 3). The antibiotic activity reached 
maximum (3287 i.u/g), 48 hours after inoculation. Further increases in fermentationperiod resulted in decline of 
bacitracin activity. It may be attributed to inhibition of “Bacitracin Synthetase” enzyme by bacitracin itself by 
feedback mechanism. 

Data of Table 4 shows that synthesis of bacitracin was maximum in of soybean meal (4540 i.u/g) while amount 
of bacitracin produced in sunflower meal was 1330 i.u/g. wheat bran also gave good antibiotic titre i.e. 3287 
i.u/g but rice hulls only produced 562 i.u/g. The reason of low antibiotic production by rice hulls may be of its 
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being poor source of carbon and nitrogen while soybean and wheat bran are ideal substrate providing all the 
nutrients required by Bacillus licheniformis. 

4.1 Screening of Culture Media 

The composition of the basal medium (Table 1) greatly influence theproduction of antibiotics. Replacing 
soybean meal with sunflower meal and/or wheat bran of same quantity (Table 2) in fermenting medium wasused 
for the screening purpose. The nutritional studies were carried out. 

The antibiotic activity in the fermented broth was determined, 44-48 hours after inoculation with 4% v/v 
bacterial cell suspension obtained from theslant surface. Of the medium tested, soybean meal medium (Table 2) 
gave the best results of antibiotic titer. 

K2HPO4 and KH2PO4 were used as buffering agents, MnSO4.7H2O and MgSO4.4H2O as co-factors of enzymes 
while FeSO4.7H2O was used toassist the action of Manganese ion. Addition of citric acid leads to theformation 
of soluble coordinate complex with the metal ion thus makingthem available to the microorganism at adequate 
time (Haavik, 1976). 

Organic and inorganic matter content is considered as an indicator of richresources of media for Nitrogen source 
(Varvel, 1994). The conditions like pH, temperature, aeration, different ratio of substrates as nitrogen sources 
and other parameters were optimized (Shabbir, 2001). 
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Table 1. Composition of basal medium  

Materials Content (g /L) 

Peptone 10.0  

Glucose 5.0  

Beef Extract 5.0  

Sodium Chloride 2.5 

Manganese Chloride 0.167 
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Table 2. Composition of fermentation media 

Materials Content (g/L) 

Citric Acid 1.0  

Glucose 0.5 

KH2PO4 0.5 

K2HPO4 0.5 

MgSO4. 7H2O 0.2 

MnSO4. 4H2O 0.01 

FeSO4. 7H2O 0.01 

Soybean meal/Sunflower/or Wheat bran 45.0  

The media was sterilized at 121 °C for 15 minutes at pH 7. All media were prepared in distilled water. 
 

 

Table 3. Rate of production of bacitracin by Bacillus licheniformisin wheat bran 

No. of observation Fermentation period (Hours) Potency (i.u/g) 
1 12 135.0 
2 24 411.0 
3 36 2001.0 

4 48 3287.0 

5 60 3000.0 
6 72 2133.0 

 

 

Table 4. Effect of different substrate on the production of bacitracin by solid-state fermentation 

Substrate Quantity (g/flask) Incubation temp. Duration (hrs.) Potency (i.u/g)
Soybean meal 10 37oC 48 4540 
Wheat bran 10 37oC 48 3287 
Sunflower meal 10 37oC 48 1330 
Rice hulls 10 37oC 48 562 
 

Table 5. Composition of nutrient agar media 

Materials Content (g/L) 

Beef extract 1.0  

Yeast extract 2.0  

Sodium Chloride 5.0  

Peptone 5.0  

Agar 25.0  

Note: Nutrient broth powder can be used instead of beef extract, yeast extract, Sodium Chloride and peptone, 

because it contains all mentioned components. It will be sufficient to dissolve Nutrient broth and agar powder in 

distilled water and sterilize it. 
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Abstract 

Dye wastewater sample contains moderate concentration of chemical oxygen demand (COD), ammonia (NH3) 
and color. This work evaluates the removal of COD, ammonia and color in dye wastewater using granular 
activated carbon (GAC) and zeolite in the column studies. Different surface loading rates, height of adsorbent 
and empty bed contact time were used to investigate the efficiency of the adsorption process. The maximum 
removal efficiency was found at the surface loading rate of 2.84 ml/cm2.min and bed height of 10 cm. Due to the 
characteristics of GAC and zeolite, a sequence of combination with both adsorbents produces a better removal of 
contaminants. The best removal of the contaminants among the all adsorption treatment was found using GAC 
(bottom layer) and zeolite (upper layer) in 6.35 cm diameter column with 59.46% removal of COD, 60.82% 
removal of ammonia and 58.4% removal of color. For the adsorption with zeolite as the bottom layer and GAC 
as the upper layer, the data fitted well with the Langmuir model. While for the adsorption with zeolite as the 
upper layer and GAC as the bottom layer, the data fitted well for both Langmuir and Freundlich isotherms.  

Keywords: Dye wastewater, Granular activated carbon (GAC), Zeolite, Adsorption, Isotherm model 

1. Introduction 

Textile dyeing is one of the important industries in Malaysia. Different steps in the dyeing and finishing processes 
in textile dyeing industry, however, results in the generation of large quantities of colored dye wastewater (Babu, 
et al., 2007). The release of untreated colored wastewaters into the ecosystem can be very damaging to the 
receiving water bodies. Typically, untreated dyes wastewaters from dyestuff production and dyeing industries 
have a great variety of colors and difficult to biodegrade due to complex chemical structures. Furthermore, dyes 
used in the textile industry may be toxic to aquatic organisms and some of these dyes are suspected carcinogens 
(Erdem, et al., 2005; Hameed, 2009a; Pinheiro, et al., 2004; Babu, et al., 2007).  

The environmental concern of these untreated dyes wastewaters has drawn the awareness of many research 
studies. Accordingly, various treatment processes have been employed for the removal of dyes from wastewater, 
such as coagulation/ flocculation process (Butt, et al., 2005), cation exchange membranes (Wu, et al., 2008), 
electrochemical degradation (Fan, et al., 2008), advanced oxidative process (Banerjee, et al., 2007; Mahmoud, et 
al., 2007; Fathima, et al., 2008), Fenton-biological treatment (Lodha, & Chaudhari, 2007; Garcia-Montano, et al., 
2008), and adsorption (Allen, et al., 2004; Erdem, et al., 2005; Hameed, 2009a; Hameed, et al., 2009).   

Until now, adsorption technique using many types of adsorbents is still the most favorable method in the 
removal of contaminants from wastewaters due to its efficiency; high adsorption capacity and low operational 
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cost method. Adsorbent such as activated carbon is very suitable for reducing the organic substances (such as 
COD/BOD) and color (Alvares, et al., 2001; Kalderis, et al., 2008; Ahmad, et al., 2009). On the other hands, 
zeolite was found very effective in reducing ammoniacal nitrogen and COD (Lee, et al., 1996; Chang, et al., 2001; 
Jung, et al., 2004; Otal, et al., 2005) since it have high cationic exchange capacities, large surface areas and high 
residual carbon contents. 

The purpose of the present work was to evaluate the removal efficiency of ammonia, COD and color in dye 
wastewater using granular activated carbon (GAC) and zeolite, as well as to compare the performance of the 
sequence arrangement between GAC and zeolite as filter media in different surface diameter of column sizes. 
Apart from that, adsorption isotherms were also analyzed using equilibrium data for the combination of GAC and 
zeolite at different sequences. 

2. Materials and Methods  

2.1 Materials 

The dye wastewater was taken from Penfabric Mill 3, Bayan Lepas, Penang. The dye wastewater mainly consists 
of dying ingredients, sodium sulphate anhydride (Na2SO4) and PVA (polyvinyl alcohol). Table 1 presents the 
characteristics of the raw dye wastewater sample. Granular activated carbon (GAC) and zeolite were used as the 
media treatment (adsorbent) for dye wastewater. GAC and zeolite were supplied by Fudojaya Sdn. Bhd. GAC and 
zeolite were sieved to obtain the required particle size range of 1.18 mm – 2.00 mm. Zeolite was immersed into 1 
M of NaCl for 24 h (Ilyas, 2007). Both adsorbents were rinsed with distilled water for several times to remove dust 
and others impurities. After that, both adsorbents were then placed in an oven at 105 C for 24 h and subsequently 
dried in a desiccator for 2 h and it was ready to use. 

2.2 Analytical Methods 

The concentration of COD, ammoniacal nitrogen, and color were analyzed in accordance with the Standard 
Methods for the Examination of Water and Wastewater (APHA, 1992). Calorimetric method with HACH 
DR/2010 spectrometer (set at 620 nm wavelength) was used in measuring COD concentration. Ammonia 
concentrations was measured by Nesslerization Method (4500 NH3) using a HACH DR/2010 spectrometer (set at 
425 nm wavelength). While color was measured by APHA Platinum-Cobalt Method using HACH DR/2010 
spectrometer (set at 455 nm wavelength) and distilled water was used as a blank. The unit that used for the color 
test is platinum cobalt (PtCo). 

2.3 Laboratory Column Studies 

The removal efficiency of COD, ammonia and color from dye wastewater was investigated using laboratory 
plastic column filled with GAC and zeolite. In this study, four set of experiments (shown in Figure 1 and Table 2) 
were conducted to determine the effectiveness of the adsorbents and it consists of column with surface diameter of 
1.91 cm, 3.81 cm and 6.35 cm, respectively. Columns were mounted vertically and the adsorbent (bed height of 6 
cm, 8 cm and 10 cm) was supported on a perforated net. A total sample of 500 ml dye wastewater was 
used/prepared and drained from the holding tank to the specific flow rate using a control valve. The operation was 
down plug flow mode. Effluent samples were collected into a beaker after the adsorption treatment. All the 
sorption experiments were carried out at room temperature. 

2.4 Surface Loading Rate (SLR) & Empty Bed Contact Time (EBCT) 

Three different flow rates (90 ml/min, 270 ml/min and 510 ml/min) were used for column filled with GAC (Figure 
1a). While for column filled with zeolite (Figure 1b) and columns with sequences arrangement of GAC and zeolite 
(Figures 1c & 1d), the flow rate used was 90 ml/min. The surface loading rate (SLR) was calculated by,  

2

Volumetric Flow Rate (ml / min)
Surface Loading Rate (SLR)

Column Cross Sectional Area (cm )
                (1) 

The SLR calculated ranges from 2.84 to 178.95 ml/cm2.min. The void volume for GAC and zeolite was found to be 
58% and 52%, respectively through the column experiment. It means that empty bed contact time (EBCT) is about 
twice the true contact time between the fluid being treated and the GAC particles. The EBCT for GAC and zeolite 
can be calculated based on these void volume of the wastewater sample in the desired bed height and flow rate that 
are given by Eqs. (2) and (3), respectively. 
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While the EBCT for the sequences arrangement of GAC and zeolite will be the sum of both EBCT according to the 
bed height in the treatment. 

2.5 Isotherm Models 

Freundlich and Langmuir isotherm models were applied in this study to analyze adsorption capacity of GAC and 
zeolite. The Freundlich isotherm is based on an assumption of adsorption onto heterogeneous surfaces, multilayer 
adsorption which is different with the Langmuir isotherm that based on assumption of monolayer adsorption. 
Experiment was carried out with different arrangement of adsorbent sequence in order to differentiate the 
adsorption capacity. The experiment was conducted using the same length of adsorbent but varying the diameter of 
the surface column (from 1.91 cm to 6.35 cm). The dye wastewater was treated at the maximum condition (flow 
rate of 90 ml/min and bed height of 10 cm). The amount of adsorption at equilibrium, qe (mg/g), was calculated by 
the following equation, 

W

VCC
q eo

e
).( 

                                        (4) 

where Co and Ce (mg/L) are the liquid-phase concentrations of sample at initial and equilibrium, respectively. W (g) 
is the mass of composite media used and V (L) is the volume of the solution. The removal efficiency of parameters 
studied can be calculated as follows, 

Removal Efficiency (%) = 100x
C

CC

o

eo                               (5) 

Adsorption isotherm is fundamentally essential to explain how solutes interact with adsorbents, and is critical in 
optimizing the use of adsorbents (Hameed, 2009b). The Langmuir (Langmuir, 1916) and the Freundlich 
(Freundlich, 1906) were employed in the present study. The linearized forms of the two isotherms are as follows, 

memae qCqKq

111
                                   (6) 

eFe C
n

Kq ln
1

lnln                               (7) 

The Langmuir constants, qm (mg/g) and Ka (L/mg), are related to adsorption capacity and energy of adsorption, 
respectively. While KF and n are Freundlich constants. 

2.6 Data Precision  

Every analysis and experimental run was repeated at least two to three times to increase the precision of the results, 
and only the average value was reported throughout this study. The repeatability of the experimental data was 
found to be sufficiently high with relative error between repeated runs less than 5%.  

3. Results and Discussion 

3.1 Effects of SLR on the GAC and Zeolite Adsorption Processes 

The effect of SLR on the removal of COD, ammonia and color using GAC adsorbent are shown in Figures 2 to 4 at 
various surface diameter and bed height. It can be seen from these figures the maximum reduction for all 
parameters were recorded at10 cm of GAC height and SLR of 31.58 ml/cm2.min, 7.89 ml/cm2.min, and 2.84 
ml/cm2.min. The maximum COD reductions for surface column diameter of 1.91 cm, 3.81 cm and 6.35 cm were 
11.88%, 28.89% and 40.31%, respectively. For ammonia, the maximum reduction of 12.08%, 27.03% and 40.79% 
were obtained at surface column diameter of 1.91 cm, 3.81 cm and 6.35 cm, respectively. The same trend was also 
observed for color removal. The adsorption rate is controlled by two intraparticle diffusion mechanisms, i.e. 
diffusion within the pore volume (pore diffusion) and diffusion along the surface of pores (surface diffusion) (Tien, 
1994). Adsorption at low SLR may provide more adequate contact time for impurity to transport from liquid to the 
pores of adsorbent. Based on this result, it can be concluded that higher removal of COD, ammonia and color could 
be obtained at a lower SLR and higher bed of GAC adsorbent. The maximum removal condition for all the 
parameters using GAC was obtained at SLR of 2.84 ml/cm2.min and adsorbent height of 10 cm. 

On the other hand, the effect of various SLR and bed height on the removal of COD, ammonia and color using 
zeolite adsorbent are shown in Figure 5. It was shown that the removal percentage for all parameters increase with 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

                                                          ISSN 1913-1844   E-ISSN 1913-1852 40

increasing the height of zeolite column and decreasing the SLR values. The maximum COD, ammonia and color 
reduction of 20.53%, 45.62% and 39.86%, respectively were obtained using 10 cm zeolite height and SLR of 2.84 
ml/cm2.min. The increase in the removal percentage for all parameters leads to decrease in the solute concentration 
in the effluent. Consequently, the effluent concentration might be reduced with further increase in the bed height of 
zeolite. 

3.2 Effects of EBCT on the GAC and Zeolite Adsorption Processes 

Figure 6 depicts the effect of contact time (EBCT) on the removal of COD, ammonia and color at various GAC 
heights. The contact times used were varied (ranges from 7 – 123 seconds) by the increment of the surface 
diameter of the column from 1.91 cm to 6.35 cm, depending on the total volume of GAC used. When the 
adsorption process was carried out at 6 cm GAC height (Figure 6a), the reduction of COD, ammonia and color was 
only about 5.28%, 5.42% and 16%, respectively at lower contact time. However, the amount of all parameters 
adsorbed increases with time and reaches a constant value after 20 s. After the equilibrium time, the amount of 
all parameters adsorbed did not alter with time. However, when GAC column was filled with higher bed, 
especially with 10 cm bed height, different results were obtained. It was shown that the removal percentage for all 
parameters increase with increasing the contact time between dye and GAC. Eventually, a saturation curves were 
not reached in all curves of Figures 6b and 6c (except COD reduction curve in Figure 6b) indicating that the 
adsorbent was not saturated in this level of contact time studied. From the figures, it was observed that the 
maximum removal was found to be at 123 s (Figure 6c) with a total of 40.31%, 40.79% and 49.46% reduction of 
COD, ammonia and color, respectively. 

At the same time, the experiment was also carried out to study the effect of contact time (EBCT) on the removal of 
COD, ammonia and color using various heights of zeolite. It was observed from Figure 7 that the maximum 
removal for all parameters was found at the maximum contact time. This indicates that higher contact time 
between dye and zeolite will lead to higher removal efficiency till the equilibrium time is reached. From the 
Figures, it was observed that the maximum removal was found to be at 110 s using 10 cm height of zeolite. 

3.3 Effects of EBCT toward the Sequence Arrangement of GAC and Zeolite 

Sequence arrangement of activated carbon-zeolite formed by the zeolite growth on porous carbon supports can 
possess the bifunctional properties of both carbon and zeolite, which have the potential to remove the contaminants 
from dye wastewater (Zhang et al., 2004). In this study, the sequence arrangement of GAC and zeolite for dye 
wastewater treatment was carried out, whereby zeolite was filled at the lower part and GAC was filled at the upper 
part of the column and visa versa. It was found from Figure 8 that the removal percentage for all parameters 
increases with increasing the contact time for both sequence arrangements. The maximum reduction of COD, 
ammonia and color of 42.95%, 55.71% and 55.83, respectively were obtained using zeolite-GAC sequence 
arrangement with a total of 233 s of contact time. The result shows that the removal percentage for all parameters 
was increased as compared to the column filled with only GAC or zeolite.  

3.4 Adsorption Isotherm 

In this study, the Freundlich and Langmuir adsorption models, which have been successfully applied to many 
adsorption processes, were used to study the COD, ammonia, and color adsorption behaviour of GAC and zeolite 
combination. The Freundlich isotherm is based on an assumption of adsorption onto heterogeneous surfaces, 
multilayer adsorption which is different with the Langmuir isotherm that based on assumption of monolayer 
adsorption. The maximum performance of the media (SLR of 2.84 ml/cm2.min, 7.89 2.84 ml/cm2.min and 31.58 
2.84 ml/cm2.min; adsorbent height of 10 cm for each GAC and zeolite) was chosen in order to compare the 
effectiveness in changing the sequence of the adsorbents for every different surface diameter of surface columns.  

3.5 Freundlich Isotherm 

Figures 9 and 10 shows the linear plot (ln qe versus ln Ce) of Freundlich isotherm for zeolite-GAC and 
GAC-zeolite arrangements, respectively using experimental data obtained. The applicability of the model 
suggests multilayer of the adsorbate at the outer surface of the adsorbent is significant. Values of Kf and 1/n 
calculated from the plot shown in Figures 9 and 10 are listed in Table 3. From the isotherm above, the correlation 
coefficient (R2) is in the range of 0.768 to 0.894 for zeolite-GAC arrangement. Whereas for GAC-zeolite 
arrangement, high R2 values of 0.984 and 0.992, respectively were obtained for COD and color removal. On the 
other hand, the R2 for ammonia is only 0.756. Kf value shows the combination of both adsorbents represents 
beneficial adsorption. Therefore, the adsorption (by both sequence arrangement) was favorable for COD, ammonia 
and color, whereby new adsorption sites are available and the adsorption capacity increases as the value of 1/n < 1.  
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3.6 Langmuir Isotherm 

The linear plot of specific adsorption (1/qe) against the equilibrium concentration (1/Ce) (Figures 11 and 12) 
shows that the adsorption also obeys the Langmuir model. The Langmuir constants qm and Ka were determined 
from the slope and intercept of the plot and are presented in Table 4. The value of the coefficient of correlation 
(R2) range from 0.897 to 0.923 (for zeolite-GAC arrangement) and from 0.869 to 0.991 (for GAC-zeolite 
arrangement) obtained from Langmuir expression indicates that Langmuir expression provided a better fit to the 
experimental data.  

Since the value of coefficient of determination (R2) in Langmuir isotherm is almost the same with Freundlich 
isotherm in COD, ammonia and color removal for adsorption with GAC and zeolite, therefore, the results show the 
Langmuir isotherm is also fitted with the Freundlich model. 

4. Conclusion 

The treatment of dye wastewater using GAC and zeolite adsorbents was investigated under different 
experimental conditions in column process. The criteria of determining the reduction of contaminants are 
basically found that depend on the surface loading rate (SLR), bed depth of adsorbent, the empty bed contact 
time and the type of adsorbent used. The different in the length of adsorbent and surface diameter column will 
yield different contact time. In addition, the particle size of adsorbent will also affect the performance of 
adsorbent. Among the SLR that have been conducted in 1.91 cm, 3.81 cm and 6.35 cm diameter of surface 
column, the maximum SLR in removing contaminants was 2.84 ml/min.cm2. The lower SLR and longer in 
adsorbent depth will increase the volume of adsorption process. The higher volume of the contact bed adsorbent 
yield the longer contact time and better removal will be produced. At the higher SLR will decrease the EBCT 
and lesser of contaminants will be adsorbed in GAC and zeolite. In relation to the characteristics of GAC and 
zeolite, a sequence of combination with both adsorbents may produce a better removal of contaminants. From the 
data that obtained, the arrangement of GAC as the bottom layer and zeolite as the upper layer produce better result 
in all parameters. The maximum removal of the contaminants among the all adsorption treatment was found 
using 10 cm of GAC (bottom layer) and 10 cm of zeolite (upper layer) in 6.35 cm diameter column with 59.46% 
removal of COD, 60.82% removal of ammonia and 58.4% removal of color. The Freundlich and Langmuir 
isotherm models were used to express the sorption phenomena of dye wastewater removal using sequence of 
combination of GAC and zeolite. Linear regression of the experimental data showed that the Freundlich and 
Langmuir isotherm models can be used to describe COD, ammonia and color removal.  
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Table 1. Characteristics of the raw dye wastewater  

Parameter Unit Average Value 
pH  - 9.0-10.18 
Turbidity  FAU 63-74 
COD  mg/L 298-360 
Suspended solid  mg/L 0.0076 
Zinc  mg/L < 0.2 
Manganese  mg/L 0.5-0.6 
Iron  mg/L 0.13-0.15 
Copper  mg/L 0.03 
Ammonia mg/L 2.10-3.8 
True Color  PtCo 680-750 

 

 

Table 2. The arrangement of the experiment studies 

Experiment Bottom Layer Upper Layer 
Experiment 1 GAC  
Experiment 2 Zeolite  
Experiment 3 Zeolite GAC 
Experiment 4 GAC Zeolite 

 

 

Table 3. Freundlich isotherm for COD, ammonia and color removal 

Parameters COD Ammonia Color 

Zeolite-GAC arrangement:   

R2 0.894 0.768 0.793 

Kf 1.293 x 10-9 6.382 x 10-6 2.862 x 10-11 

1/n 0.383 0.336 0.310 

Freundlich  qe= 1.293 x 10-9Ce
0.383 qe= 6.382 x 10-6Ce

0.336 qe= 2.862 x 10-11Ce
0.310 

equation    
    

GAC-Zeolite arrangement:   

R2 0.984 0.756 0.992 

Kf 3.171 x 10-7 6.866 x 10-6 3.124 x 10-11 

1/n 0.641 0.425 0.269 

Freundlich  qe= 3.171 x 10-7Ce
0.641 qe= 6.866 x 10-6Ce

0.425 qe= 3.124 x 10-11Ce
0.269 

equation    
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Table 4. Langmuir isotherm for COD, ammonia and color removal 

Parameters COD Ammonia Color 

Zeolite-GAC arrangement:   

R2 0.923 0.897 0.911 

Ka (L/g) -0.264 -0.750 -0.003 

qm (mg/g) -1.54 x 10-3 -1.89 x 10-6 -4.28 x 10-4 

Langmuir 

Equation 
q =

e

e

C

C

264.01

10066.4 4


 

 q =
e

e

C

C

750.01

10418.1 6


 

 q =
e

e

C

C

003.01

10284.1 6


 

 

    

GAC-Zeolite arrangement:    

R2 0.976 0.869 0.991 

Ka (L/g) 0.0043 0.6494 0.00369 

qm (mg/g) 5.4 x 10-4 3.2 x 10-6 3.3 x 10-4 

Langmuir 

Equation 
q=

e

e

C

C

0043.01

10322.2 6


 

 q=
e

e

C

C

6494.01

10078.2 6


 

 q=
e

e

C

C

00369.01

10218.1 6


 
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(a)                                              (b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c)                                           (d) 
Figure 1. Column studies 
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(c) 

Figure 2. Removal efficiency of (a) COD, (b) ammonia and (c) color in dye wastewater using GAC column 
(with surface diameter of 1.91 cm) at different SLR and bed height 

 

 

 

 

 

 

 

 

 

 

(a)                                           (b) 

 

 

 

 

 

 

 

 
(c) 

Figure 3. Removal efficiency of (a) COD, (b) ammonia and (c) color in dye wastewater using GAC column 
(with surface diameter of 3.81 cm) at different SLR and bed height 
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(a)                                           (b) 

 
 

 
 
 
 
 
 
 
 
 

(c) 
Figure 4. Removal efficiency of (a) COD, (b) ammonia and (c) color in dye wastewater using GAC column 

(with surface diameter of 6.35 cm) at different SLR and bed height 
 

 

 
 
 
 
 
 
 
 

 
(a)                                      (b) 

 
 
 
 
 
 
 
 
 
 
 
 

(c) 
Figure 5. Removal efficiency of (a) COD, (b) ammonia and (c) color in dye wastewater using zeolite column 

(with surface diameter of 1.91 cm) at different SLR and bed height 
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    (c) 
Figure 6. Removal efficiency of COD, ammonia and color in dye wastewater using (a) 6 cm (b) 8 cm and (c) 10 

cm GAC height at different contact time (EBCT) 

 

 
 
 
 
 
 
 

 

(a)                                        (b) 
 
 
 
 
 
 
 
 
 
 
 
 

 (c) 
Figure 7. Removal efficiency of COD, ammonia and color in dye wastewater using (a) 6 cm (b) 8 cm and (c) 10 

cm zeolite height at different contact time (EBCT) 
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(a)                                        (b) 

Figure 8. Removal efficiency of COD, ammonia and color in dye wastewater using (a) zeolite-GAC and (b) 
GAC-zeolite sequence arrangements at different contact time (EBCT) 
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        (c) 
Figure 9. Freundlich isotherm for (a) COD, (b) ammonia and (c) color removal for dye wastewater treatment with 

zeolite as bottom layer and GAC as upper layer 
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            (a)                                         (b) 

 
 
 
 
 
 
 
 
 
 
 

 (c) 
Figure 10. Freundlich isotherm for (a) COD, (b) ammonia and (c) color removal for dye wastewater treatment with 

GAC as bottom layer and zeolite as upper layer 

 

 

 

 

 

             (a)                                         (b) 

 

 

 

 
 
 

 
 
 

  (c) 
Figure 11. Langmuir isotherm for (a) COD, (b) ammonia and (c) color removal for dye wastewater treatment with 

zeolite as bottom layer and GAC as upper layer 
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(a)                                            (b) 

 
 
 
 
 
 
 
 
 
 

 (c) 
Figure 12. Langmuir isotherm for (a) COD, (b) ammonia and (c) color removal for dye wastewater treatment with 

GAC as bottom layer and zeolite as upper layer 
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Abstract 

This paper introduces the terminology and various issues related to ‘power quality’. The interest in power quality 
is explained in the context of a number of much wider developments in power engineering: deregulation of the 
electricity industry, increased customer-demands, and the integration of renewable energy sources. After an 
introduction of the different terminology power quality disturbances are discussed in detail: voltage dips and 
harmonic distortion. For each of these two disturbances, a number of other issues are briefly discussed, which 
are characterisation, origin, mitigation, and the need for future research. 

Keywords: Power quality, Harmonic distortion, Voltage dips 

1. Introduction 

Power Quality (PQ) has become increasingly important for industrial and commercial electric power customers, 
particularly as today’s manufacturing and control processes rely on computerized equipment which is sensitive 
to power system interruptions and disturbances. Power Quality is simply the characteristic of the energy or 
electrical supply by the utility which might affect the load (electrical equipments that are connected for an 
electrical supply) or vise versa (Faisal, 2005). 

Power quality issues have in recent years received an increasing attention both by the end users and utilities alike. 
This paper aims to elaborate power quality issues and the impact it may have to the users and utilities as utilities 
are bound in most cases to a pre-determined quality supply agreement.  

2. Effects of Power Quality to Industrial Users  

Electrical power is perhaps the most essential raw material used by commerce and industry today. It is an unusual 
commodity because it is required as a continuous flow it cannot be conveniently stored in quantity and it cannot be 
subject to quality assurance checks before it is used. It is, in fact, the epitome of the ‘Just in Time’ philosophy in 
which components are delivered to a production line at the point and time of use by a trusted and approved supplier 
with no requirement for ‘goods in’ inspection. Thus, it is necessary for end customer to have good control of the 
onwards supply component specification. The reliability of the supply must be known and the resilience of the 
process to variations must be understood. In reality, of course, electricity is very different from any other product it 
is generated far from the point of use, is fed to the grid together with the output of many other generators and 
arrives at the point of use via several transformers and many kilometers of overhead and possibly underground 
cabling. Where the industry has been privatized, these network assets will be owned, managed and maintained by 
a number of different organizations. Assuring the quality of delivered power at the point of use is no easy task and 
there is no way that sub-standard electricity can be withdrawn from the supply chain or rejected by the customer.  

From the consumers’ point of view the problem is even more difficult. There are some limited statistics available 
on the quality of delivered power, but the acceptable quality level as perceived by the supplier (and the industry 
regulator) may be very different from that required, or perhaps desired, by the consumer. The most obvious power 
defects are complete interruption (which may last from a few seconds to several hours) and voltage dips or sags 
where the voltage drops to a lower value for a short duration. Naturally, long power interruptions are a problem for 
all users, but many operations are very sensitive to even very short interruptions. Examples of sensitive operation 
are (Mertens Jr., et al., 2004):  

 Continuous process operations, where short interruptions can disrupt the synchronization of the 
machinery and result in large volumes of semi-processed product. A typical example is the paper making 
industry where the clean-up operation is long and expensive.  
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 Multi-stage batch operations, where an interruption during one process can destroy the value of previous 
operations. An example of this type is the semiconductor industry, where the production of a wafer 
requires a few dozen processes over several days and the failure of a single process is catastrophic.  

 Data processing, where the value of the transaction is high but the cost of processing is low, such as share 
and foreign exchange dealing. The inability to trade can result in large losses that far exceed the cost of 
the operation  

3. Common Power Quality Problems  

So, what do we mean by ‘power quality’? A perfect power supply would be one that is always available, always 
within voltage and frequency tolerances, and has a pure noise free sinusoidal wave shape (Felce, et al., 2004; 
Pirjo, & Matti 2003). Just how much deviation from perfection can be tolerated depends on the user’s application, 
the type of equipment installed and his view of his requirements. Power quality defects the deviations from 
perfection fall into six categories:  

1. Voltage Fluctuation (flicker)  

2. Harmonic Distortion  

3. Power Frequency Variation  

4. under or over voltage  

5. Voltage Dips (or sags) and Surges  

6. Transients  

Each of these power quality problems has a different cause. Some problems are a result of the shared infrastructure. 
For example, a fault on the network may cause a dip that will affect some customers and the higher the level of the 
fault, the greater the number affected, or a problem on one customer’s site may cause a transient that affects all 
other customers on the same subsystem. Other problems, such as harmonics, arise within the customer’s own 
installation and may or may not propagate onto the network and so affect other customers. Harmonic problems can 
be dealt with by a combination of good design practice and well proven reduction equipment (Arrilaga, & Chen, 
2001). Electricity utilities argue that critical users must bear the costs of ensuring supply quality themselves rather 
than expect the supply industry to provide a very high reliability supply to every customer everywhere on the 
network (Mertens Jr., et al., 2003). Such a guaranteed quality supply would require a very substantial investment 
in additional network assets for the benefit of relatively few customers (in numerical, not consumption, terms) and 
would be uneconomic. It is also doubtful whether it would be technically feasible within the current social and 
legal framework in which any customer is normally entitled to be connected to the supply and utility providers 
have the right to excavate roadways with the risk of cable damage. It is therefore a growing trend that critical 
industry consumer take steps to ensure that the quality of power delivered to his process is good enough, with the 
clear implication that this quality level may well be higher than that delivered to the plant by the utilities.  

3.1 Transients  

AC and DC drives, along with other electronic loads, can be very sensitive to transient voltages. The tolerance 
levels of these devices are often less than other loads such as standard motors. A major concern for transient 
voltages occurs with possible magnification of utility capacitor switching transients at low-voltage capacitor 
locations on customer power systems. Transient disturbances are high frequency events with durations much less 
than one cycle of the supply (Arrilaga, & Chen, 2001). Causes include switching or lightning strikes on the 
network and switching of reactive loads on the consumer’s site or on sites on the same circuit. Transients can have 
magnitudes of several thousand volts and so can cause serious damage to both the installation and the equipment 
connected to it. Electricity suppliers and telecommunications companies go to some effort to ensure that their 
incoming connections do not allow damaging transients to propagate into the customers’ premises. Nevertheless, 
non-damaging transients can still cause severe disruption due to data corruption. The generation and influence of 
transients is greatly reduced and the efficacy of suppression techniques greatly enhanced where a good high 
integrity earthing system has been provided. Such an earthing system will have multiple ground connections and 
multiple paths to earth from any point, so ensuring high integrity and low impedance over a wide frequency band.  

3.2 Voltage Sags and Momentary Interruptions  

Voltage sag is widely recognized as one of the most important power quality disturbances (Wahab, & Alias, 
2006). These can be caused by the utility or by customer loads. When sourced from the utility, they are most 
commonly caused by faults on the distribution system. Voltages sag as shown in Figure 1 is a short reduction in 
rms voltage from nominal voltage, happened in a short duration, about 10 ms to seconds (Dugan, et al., 2003). 
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Can be single or three phases, Depending on the design of the distribution system, a ground fault on one phase 
can cause a simultaneous swell on another phase. The IEC 61000-4-30 defines the voltage sag (dip) as a 
temporary reduction of the voltage at a point of the electrical system below a threshold (IEEE, 1993). According 
to IEEE Standard 1159-1995, defines voltage sags as an rms variation with a magnitude between 10% and 90% 
of nominal voltage and duration between 0.5 cycles and one minute (IEEE Working Group P1346, 1994).  

Voltage sag normally happens at the feeder adjacent to an unhealthy feeder. This unhealthy feeder are caused by 
two factors which are short circuits due to faults in power system networks and starting motor which draw very 
high lagging current. Both of these factors are the main factor creating voltage sag as power quality problem in 
power system.  

Increased sensitivity of power electronic equipment such as programmable logic controller (PLC), adjustable 
speed drive (ASD), coupled with the high likelihood of voltage sags and interruptions, has resulted in these being 
the most visible power quality events. Adjustable-speed drives, computers, office equipment, programmable 
controllers, and induction heating furnaces can be extremely sensitive to these events. Typically, sags occur when 
there are temporary faults on the utility power system, resulting in a reduction in the voltage level (McGranaghan, 
et al., 1993). Equipment sensitivity to these events is important because nuisance tripping of sensitive industrial 
loads can cause equipment downtime, reduce productivity, and hurt your bottom line. There are many ways in 
order to mitigate voltage sag problem. One of them is minimizing short circuits caused by utility directly which can 
be done such as with avoid feeder or cable overloading by correct configuration planning. Another alternative is 
using the flexible ac technology (FACTS) devices which have been used widely in power system nowadays 
because of the reliability to maintain power quality condition including voltage sag (Bollen, 2000). There are many 
devices have been created with purpose to enhance power quality such as Dynamic Voltage Restorer (DVR), 
Distribution Static Compensator (D-STATCOM) and Uninterruptible Power Supply (UPS). All of these devices 
are also known as custom power devices.  

3.3 Harmonics Distortion  

Harmonic distortion of the voltage and current results from the operation of nonlinear loads and devices on the 
power system, the nonlinear loads that cause harmonics can often be represented as current sources of harmonics 
(Dugan, et al., 1996). The system voltage appears stiff to individual loads and the loads draw distorted current 
waveforms. Table 1 illustrates some example current waveforms for different types of nonlinear loads. The 
weighting factors indicated in the table are being proposed in the Guide for Applying Harmonic Limits on the 
Power System for preliminary evaluation of harmonic producing loads in a facility. 

Harmonic voltage distortion results from the interaction of these harmonic currents with the system impedance. 
The harmonic standard (IEEE 519-1992), has proposed two way responsibilities for controlling harmonic levels 
on the power system. 

1. End users must limit the harmonic currents injected onto the power system. 

2. The power supplier will control the harmonic voltage distortion by making sure system resonant 
conditions do not cause excessive magnification of the harmonic levels. 

Harmonic distortion levels can be characterized by the complete harmonic spectrum with magnitudes and phase 
angles of each individual harmonic component. It is also common to use a single quantity, the Total Harmonic 
Distortion, as a measure of the magnitude of harmonic distortion. For currents, the distortion values must be 
referred to a constant base (e.g. the rated load current or demand current) rather than the fundamental component. 
This provides a constant reference while the fundamental can vary over a wide range 

Harmonic distortion is a characteristic of the steady state voltage and current. It is not a disturbance. Therefore, 
characterizing harmonic distortion levels is accomplished with profiles of the harmonic distortion over time (e.g. 
24 hours) and statistics. Figure 2 illustrates a typical profile of harmonic voltage distortion on a feeder circuit 
over a one month period. 

3.4 Voltage Fluctuation  

Flicker is the impression of unsteadiness of visual sensation induced by a light stimulus, the luminance or 
spectral distribution of which fluctuates with time. Usually, it applies to cyclic variation of light intensity of 
lamps caused by fluctuation of the supply voltage. Flicker is symptoms of voltage fluctuation which can be 
caused by disturbances introduced during power generation, transmission or distribution, but are typically caused 
by the use of large fluctuating loads, i.e. loads that have rapidly fluctuating active and reactive power demand 
(Power Quality’ Working Group WG2, 2000). The following sections examine the nature of voltage fluctuations, 
their causes, and effects, methods of measurement, mitigation and applicable standards. 
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3.4.1 Causes of Voltage Fluctuations 

The classification of rms voltage variations is shown in Figure 3 as a plot of voltage against duration of 
disturbance. The hatched areas correspond to the voltage changes considered in this paper. 

For any supply line, the voltage at the load end is different from that at the source. This can be demonstrated 
from the per-phase equivalent circuit in Figure 4a. The relationship (1, below) illustrates how the value of the 
voltage difference ΔU, defined in Figure 4b, can be derived from the phasor diagram and simple geometrical 
rules. 
 
                                                                                        (1) 
Where:  

E                = The source voltage  

0U               = The voltage at the load terminal 

0I                = Current  

SSS RXZ ,,         =Equivalent impedance, reactance and resistance of the line respectively 

QP,              =active and reactive power of the load 

ZWS              =short-circuit power at the point of load connection (SSC). 

Assuming that the equivalent resistance of the line is negligibly small compared with its reactance (XS > 10RS), 
which holds true for practical MV and HV supply systems, the following relationship defines the relative value 
of voltage change at the load-end of the line: 

                                                                                        (2) 

Depending on its cause, voltage change ΔU can take the form of a voltage drop having a constant value over a 
long time interval, a slow or rapid voltage change, or a voltage fluctuation. Voltage fluctuation is defined as a 
series of rms voltage changes or a cyclic variation of the voltage waveform envelope as shown in Figure 5. 

The defining characteristics of voltage fluctuations are: 

 The amplitude of voltage change (difference of maximum and minimum rms or peak voltage value, 
occurring during the disturbance), 

 The number of voltage changes over a specified unit of time, and 

 The consequential effects (such as flicker) of voltage changes associated with the disturbances. 

4. Conclusion  

To overcome the negative impact of poor power quality on equipment and businesses, suitable power quality 
equipment can be invested. Identifying the right solution remains the first step. Many power quality problems are 
easily identified once a good description of the problems is obtained. Unfortunately, the tensions caused by 
power problems often result in vague or overly dramatic descriptions of the problem. A power quality audit can 
help determine the causes of your problems and provide a well-designed plan to correct them. The power quality 
audit checks the facility’s wiring and grounding to ensure that it is adequate for your applications and up to code. 
The auditor normally will check the quality of the AC voltage itself, and consider the impact of the utility's 
power system. Many businesses and organizations rely on computer systems and other electrical equipment to 
carry out the mission critical functions, but they aren’t safeguarding against the dangers of an unreliable power 
supply. It is time utilities as well as businesses engage in more proactive approach to power quality treats by 
engaging in power quality analysis. 
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Table 1. Example current waveforms for various nonlinear loads 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

Figure 1. Voltage sag waveform 
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Figure 2. Example profile of harmonic voltage distortion on a distribution feeder circuit 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Classification of voltage variations 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 4a. Per phase equivalent circuit of supply network 
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Figure 4b. Per phase equivalent circuit of phasor diagram for a resistive inductive load E U0 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Example of rms voltage fluctuation 
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Abstract  

Landfills are a significant source of greenhouse gases, which contribute to the process of global warming. In the 
region covered by the Gulf Co-operation Council (GCC), changes in consumption patterns have led to an 
excessive dump of municipal solid waste (MSW). Thus, it is clearly an important time to re-evaluate 
conventional waste management protocols in order to establish methods that not only deal with increased 
demand but also minimize greenhouse gas emissions and improve efficiency of resource management, in general.  
Here, I advocate the use of a new hierarchy in integrated municipal solid waste schemes, with the aim of 
designing more eco-friendly management plans for use in GCC states.  

Keywords: Municipal solid waste, Global warming, Greenhouse gases, Gulf Co-operation Council 

1. Introduction  

Global warming is driven by increase in greenhouse gases (GHGs)—predominantly water vapour, nitrous oxide, 
carbon dioxide (CO2), and methane (CH4)—in the Earth’s atmosphere. This has led to major environmental 
changes worldwide, including (1) rising sea levels that may flood coastal and river delta communities; (2) 
shrinking mountain glaciers and reduced snow cover that may diminish freshwater resources; (3) the spread of 
infectious diseases and increased heat-related mortality; (4) possible loss of biological diversity and other 
impacts on ecosystems; and (5) agricultural shifts that may impact crop yields and productivity (McCarthy, et al., 
2001). Current projections suggest that the rate of climate change attributable to GHGs will exceed any natural 
climate changes that occurred from 1900 to 2010 (Chen, & Lin, 2008; Liamsanguan, & Gheewala, 2007).  

One major source of GHGs is landfills, which account for 3.4–3.9% of total annual GHG emissions worldwide 
(Figure 1) (Chen, & Lin, 2008; Baumert, et al., 2003; Forbes, et al., 2001). This is because large quantities of 
carbon dioxide and methane are produced by decomposition of the organic fraction of solid wastes in landfills. 
Methane is particularly problematic, because it has 21 times the global warming potential of carbon dioxide, and 
according to the Intergovernmental Panel on Climate Change, methane emissions from landfills account for 18% 
of all methane added to the atmosphere each year, ranging from 9 to 70 Tg (megatonnes) annually. In fact, 
landfills are the largest source of atmospheric methane in the world (Hansen, et al., 2005b). Thus, in order to 
reduce GHG emissions, it will be essential to reform solid waste management practices so that solid waste can be 
used as a resource for generation of new useful products or can be recycled (Forbes, et al., 2001).  

In 2010, the Gulf countries generated in excess of 22.2 million tonnes of municipal waste and approximately 4.6 
million tonnes of industrial solid waste. Today, many of the Gulf Co-operation Council (GCC) countries (the 
Kingdom of Bahrain, State of Kuwait, Sultanate of Oman, State of Qatar, Kingdom of Saudi Arabia, and United 
Arab Emirates) rank higher than developed countries in terms of per capita waste generation. However, GCC 
countries have also been active in symposia, conferences, and initiatives aimed at combating global warming. 
These states are in a unique position to enhance their public images by leading the global charge to reduce GHG 
emissions. 

Current models of waste management assume that waste already exists and needs to be managed. In other words, 
waste management is simply a reaction to the presence of something that needs to be eliminated (Figure 2). 
However, resource efficiency and sustainable waste management are maximized by preventing the accumulation 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

Published by Canadian Center of Science and Education 61

of waste. Thus, the current definition of waste may become a barrier to an efficient and sustainable waste 
management system, as it impacts decisions related to the transport, reuse, and sale of materials.  

A waste management hierarchy has been developed for use by governments, industry, educators, and 
environment groups as they make decisions about waste policies and programmes (Table 1). The conventional 
waste management hierarchy includes 5 stages: (1) reduce (source reduction, using recycled products, and 
controlling the material to reduce final waste), (2) re-use, (3) recycle, (4) incinerate (energy recovery), and (5) 
safe transport of remaining waste to landfills (AlAnsari M., 2008; Forbes, et al., 2001). An optimal approach to 
waste management would be an integrative plan that provides control over processes that generate waste, waste 
handling, and waste utilization. This more integrated, whole-system approach would enable managers to 
minimize waste generation from the beginning (Intergovernmental Panel on Climate Change, 2007; Gentil, et al., 
2009), a goal that has been pursued by industrial scientists and developers over the past decade. Since good waste 
management reflects good management in general, the amount of waste minimization can be used as an indicator 
by financial institutions looking to identify companies that are unlikely to face costs associated with 
environmental liability (Forbes, et al., 2001; European Commission: Sustainable Development Task Force, 2001; 
Honkasalo, 1998). Waste policies can significantly influence product characteristics, leading to less waste 
generation (Figure 3). Thus, some policies have advocated reducing waste and thus reducing pollution and 
increasing resource efficiency by changing products. However, the changes in products may be defined by 
contradictory policy objectives. For instance, recycling costs are cheaper when glass packaging is used instead of 
plastic packaging for beverages; however, this substitution increases packaging weight. To tackle these possible 
contradictions, waste policies will need to establish an unambiguous hierarchy of different objectives. This 
includes changes in product design or characteristics leading to at least one of the following three consequences: 
first, that start with the reduction in the quantity of waste generated by consumption; second, reduction of 
toxicity of generated waste; and third, facilitation of recycling or re-use (Intergovernmental Panel on Climate 
Change, 2007; Gentil, et al., 2009; Seadon, 2006). 

Although it is preferable to avoid the creation of waste altogether, alternative management tactics include re-use 
of materials, recycling, thermal treatment with energy recovery, thermal treatment without energy recovery, and 
landfilling. Unfortunately, the waste management hierarchy has a poor scientific and/or technical basis. For 
instance, it is always preferable to recycle materials rather than attempt energy recovery, and its utility is greatly 
improved when a combination of the aforementioned options is used. Thus, it is important to conduct an 
assessment of the whole system, by considering not only different waste management techniques but also costs 
(in order to determine the economic affordability of different waste systems) and the wide variety of specific local 
situations in which the waste management systems must operate effectively.  

As applied to manufacturing, the Zero Waste concept involves the design and implementation of industrial 
processes and products that are beneficial to the environment but are also competitive in the market. To achieve 
sustainable development, it will be necessary to make fundamental changes in production and consumption 
patterns and to make these changes in all developed and developing countries. This will have social, economic, 
and environmental benefits (USEPA, 2005a; Vesilund, 2002; ACT NOWaste, 2005)  

2. Brief Overview of Solid Waste Management 

Solid waste profiles vary spatially and are dependent on diverse variables, including urbanization, commercial 
enterprises, manufacturing, and service sector activities. Likewise, attitudes about waste management practices 
also vary. This is often referred to as the waste management ethic and includes feelings towards recycling and 
littering. The diversity of practices and opinions has made it difficult to develop a single approach to implement 
waste management practice worldwide (Gentil, 2009). 

Despite these differences, there are some recurring waste management issues in many communities. For instance, 
one common problem is the increased availability of single-use packaging and disposable items, which add to 
the quantity of waste produced. The most common method of disposal is licensed landfilling. However, landfills 
only provide a short-term solution to waste management, as additional plans must be made to manage old, 
abandoned, and often hazardous dumps. Thus, a variety of innovative strategies are required to deal with the 
waste we produce today to prevent it from causing problems for future generations (Seadon, 2006). 

3. Current Climate of SWM in GCC Countries 

Because of fast-paced industrial growth, recent booms in construction, increasing population sizes, rapid 
urbanisation, and lifestyle improvements, GCC countries have some of the highest per capita waste generation 
rates worldwide. GCC countries implemented a uniform waste management system and a monitoring mechanism 
for waste production, collection, sorting, treatment, and disposal in December 1997. Most of the waste 
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management regulations and strategies adopted are based on the universally accepted scientific approach 
enumerated in the Integrated Waste Management Hierarchy. Although most of the MSW produced in these 
countries is largely decomposable and recyclable, most waste is disposed in landfills. This is not likely to be 
sustainable over the long term, as preliminary estimates put the total volume of solid waste generated in the GCC 
region at ~120 million tons/year. A huge proportion of this is expected to be waste generated from construction 
and demolition activities; municipal waste is the second largest source of waste (Grant, et al., 2003). 

Increased population density and land scarcity are not as problematic in the GCC states as in other industrialised, 
developed countries around the world. Thus, the dominant method of waste disposal in GCC countries is 
landfilling (Table 2), and all landfill sites in the GCC region are governmental premises. Although some of the 
GCC countries have targeted recycling as the main concern in their solid waste management strategies, the 
landfill and availability of land, usually old quarries, became an impediment to recycling programs. The only 
comprehensive form of recycling available within the GCC member states is for paper and cartons. Unlike the 
European Union, which has planned to meet a recycling goal of 1.7 million tonnes per year, the majority of the 
GCC states have never set national or regional recycling targets. This is likely to be particularly problematic in 
countries such as Kuwait and Bahrain, where land is limited. Throughout the region, but particularly in these 
areas, it is important to encourage not only recycling but also composting and incineration. Moreover, for this 
region, it is also essential to develop more waste management infrastructure to handle the increased amount of 
waste generated annually (Gautam, 2009; Grant, et al., 2003). 

Table 2 lists waste management land requirements calculated per country, both with and without the presence of 
a recycling policy. If recycling rates are 19% and land is worth US$ 661 per m2, recycling efforts could save over 
US$ 478 million annually. Many researchers suggest that these savings could be used for the research and 
development studies on recycling.  

4. Developing Sustainable Solid Waste Management Plans for GCC Countries  

‘Waste’ includes both products that have reached the end of their shelf life and by products of processes such as 
manufacturing, commercial use, and construction. These waste products will also be associated with materials 
that were used to process and transport the product throughout its life cycle. Cumulatively, all these materials are 
known as the ‘ecological rucksack’ or ‘ecological footprint’ (Moisio, et al., 2008; UNESCO, 2008). Additionally, 
each product ‘embodies’ other ecological impacts made during its manufacturing, such as land degradation, use 
of materials and energy, and air and water emissions (Forbes, et al., 2001; Snow, 2003; Hawken, 1999). Typically, 
MSW materials in GCC states have been produced through many steps, starting with extraction and processing 
of raw materials; manufacture or processing of products; transportation of materials and products to markets or 
agents; and finally, use and disposal by consumers (AlAnsari M., 2008). 

Even waste management itself has environmental impacts, such as air emissions from garbage and recycling 
trucks collecting wastes and water used in reprocessing. It also has social and economic impacts. Thus, it is 
important to consider the ‘embodied environmental value’ (EEV) when relating sustainability and waste, and to 
evaluate the broader impacts of each waste management option (including not just actual impacts but also those 
that might be avoided) when developing a ‘waste hierarchy.’ It may also be useful to consider the concept of 
‘biomimicry,’ which examines ways in which nothing is wasted in nature, wherein the waste from one process 
becomes the raw material for another in continuous closed cycles. In human terms, this can be achieved through 
recycling and composting. Cumulatively, these considerations will promote an organisational and technical shift 
from a hierarchy dominated by resource recovery to a hierarchy emphasising prevention and avoidance.  

The new waste hierarchy should aim to achieve several goals:  

1. Avoid or reduce generation of waste; ‘do more with less’ and/or improve resource use efficiency by 
using closed cycles that maximise the value of materials (in both environmental and socioeconomic terms). 

2. In recovery efforts, attempt to maximise EEV; engage in energy recovery only when materials have no 
higher end use than to be converted to energy; where possible, eliminate this practice altogether.  

3. When selecting recovery options, consider not only the impacts on waste, but also those on 
socioeconomics, sustainability, and environmental health (e.g., whether the technology generates 
greenhouse gases, requires water consumption, produces waterborne wastes, etc.) (Gautam, 2009; Grant, et 
al., 2003; Lewis, et al., 2010).  

Cultural and socioeconomic practices are likely to cause challenges for the GCC waste management sector, but 
this offers unique and exciting opportunities for a variety of private players to use their technical knowledge and 
experience to make significant contributions for solving waste management problems (UNESCO, 2008; Gautam, 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

Published by Canadian Center of Science and Education 63

2009). For instance, planning authorities have recently awarded a number of contracts to the private sector for 
setting up and operating integrated waste management facilities (which will be discussed in more detail below) 
and waste recycling units (Grant, et al., 2003). However, opportunities in the sector are still largely unexploited. 
Future efforts should be focused on addressing lack of proper practice and strength of waste collection, 
transportation, and handling infrastructure. 

5. Integrated Solid Waste Management in GCC Countries 

A vital component of future efforts will be integrated solid waste management (ISWM) schemes, which seek to 
manage municipal solid waste using all available means (e.g., disposal in a landfill; incineration; recycling; 
composting; mulching; and, where relevant, hazardous waste disposal). In these schemes, reduction, reuse, and 
recycling take priority over using landfills, with the ultimate goal of protecting both human health and the 
environment. ISWM plans incorporate several different approaches for handling the entire MSW stream. 
Therefore, they are easily adaptable and can be altered over time or to meet specific social, economic, 
environmental, or geographic requirements. In order for these plans to be holistic, they should include inputs 
from both the local government and relevant stakeholders (e.g., landfill operators). This will help accomplish the 
target of reducing MSW generation worldwide by 1% annually, as well as promoting environmental 
sustainability in general (Finnveden, & Moberg, 2005; Gamble, & Every, 2002; Hawken, 1999). 

The following are the major techniques that can be utilized in ISWM plans: 

5.1 Recycling 

Recycling reduces energy-related CO2 emissions in the manufacturing process (although not as dramatically as 
source reduction) and avoids emissions from waste management. Paper recycling increases the sequestration of 
forest carbon (Forbes, et al., 2001). However, recycling and composting are more than just separation and 
collection of post consumer materials. The materials must be processed and reused in order to have a beneficial 
effect on reducing the waste stream (Hansen, et al., 2005b; Smith, 2001). For instance, recovered products can be 
used in the production of metals and energy. 

In the conventional management hierarchy, recovery of materials via recycling and composting means that waste 
materials are processed industrially and then reformed into new or similar products. This method can be used for 
preconsumer waste, such as factory cuttings or shavings, as well as post-consumer waste items, including 
cardboard, newspapers, plastic bottles, and aluminium cans. Although recycling is often viewed as a resource 
conservation activity, it may facilitate higher energy savings for many products. 

5.2 Composting 

Composting is a management option for food discards and yard trimmings. Because composting avoids CH4 

emissions, GHG emissions are lower when food discards are composted than when they are landfilled. However, 
emissions are higher for yard trimmings when they are composted, as landfilling permits only incomplete 
decomposition and therefore results in carbon storage. Composting and combustion of these materials result in a 
similar emission of GHG (Liamsanguan, & Gheewala, 2007).  

In the conventional hierarchy, composting is used to reduce the quantity of MSW to be incinerated or landfilled 
by separately treating the organic fraction of MSW. However, there is no definite approach to calculate CO2 
emitted from composted items. Diverting organic materials from landfills also reduces CH4 emissions (AlAnsari 
M., 2008; Kolln, & Prakash, 2002). Composting has become an increasingly utilised alternative for MSW 
treatment in GCC countries, despite the unfortunate failure of a large number of composting plants in the region 
since 1990’s. These have been hindered by low performance, high operation and maintenance costs, and poor 
management—issues that will need to be addressed to make composting more viable in the future. Of the 3 
million tonnes of MSW produced by all GCC states each year, an average of 47% (by weight) are compostable 
materials and potential feedstock for the GCC’s several composting facilities. Approximately 1.4 million 
tonnes/year of such materials would be potentially available for composting plants (AlAnsari M., 2008; Zeng, et 
al., 2010; Khan, 1989), suggesting that it may be feasible to establish a regional facility. 

5.3 Combustion 

Combustion of waste allows energy recovery to displace fossil fuel-generated electricity from utilities, thus 
reducing GHG emissions from the utility sector and methane emissions from landfills. Relative global warming 
potential (GWP) is lower for combustion and incineration than for composting and landfilling. Despite this 
environmental benefit, it is also important to consider feasibility studies and economics when deciding whether 
to implement this method of waste management (Hassan, 1999). Complete combustion results in emission of 
CO2 and N2O. The emission of non-biogenic CO2 but not biogenic CO2 is considered to be beneficial during 
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GHG emission associated with combustion. Most waste combustors produce electricity that can be substituted 
for utility-generated electricity. It is important to note that combustion facilities must incorporate some form of 
heat recovery system in order for energy to be utilized economically; systems should be designed to maximise 
the efficiency of combustion facilities and incorporate modern air pollution control systems to reduce air 
pollution.  

5.4 Disposal and Land Filling 

In the conventional ISWM hierarchy, the last management option is disposal via landfill. Many disposed wastes 
cannot discharge GHGs, but instead store carbon. Current practices of solid waste landfilling are not sustainable, 
due to shortcomings in the design, construction, and operation stages of landfill development (Hiettiaratchi, et al., 
2007). Gas extraction systems must be installed at landfills in order to control emissions of CH4 and CO2, which 
are produced in nearly equal concentrations due to biodegradation of organic waste. Despite such measures, a 
significant amount of non-controlled emissions is released into the atmosphere through landfill surfaces (Nolasco, 
et al., 2009). Some organic matter will not decompose at all and is eventually stored as carbon.  

With combustion of CH4 for energy recovery, credit is given for the electric utility since it avoids GHG emission. 
Regardless of the fate of CH4, credit is given for the landfill carbon storage associated with landfilling of some 
organic materials. It is becoming increasingly easy to recover CH4 from landfills, reducing GHG emissions by 
65–72%. If CH4 is used for electricity generation, CO2 emissions can be reduced by 69-72% (Hansen, 2005a; 
USEPA, 2005a). Bioreactor landfill technology has the potential to further reduce the environmental impact of 
landfills and maximise CH4 recovery from these systems, thus providing a positive use for what has historically 
been a non-valued disposal method. 

5.5 Ecodesign 

‘Ecodesign’ describes the concept of minimising a product’s environmental impact over the course of its life 
cycle. Thus, attempts are made to use fewer hazardous chemicals, augment energy efficiency, and reduce 
ecological footprints. Especially important is the idea of ‘resource-use efficiency,’ or, in other words, doing more 
with less. This approach allows economic growth to continue without causing negative environmental impacts. 
The goal of resource-use efficiency has the potential to be well served by the hierarchy, especially if its emphasis 
is shifted upwards towards waste prevention and reduction. Unfortunately, solid waste managers in government 
and industry have little control over production decisions that influence waste generation, particularly in the 
absence of regulation. Thus, it is important for ecodesign to be advocated by individuals from other sectors. 

5.6 Reduction/Avoidance 

Waste reduction and/or avoidance, also referred to as “source reduction” or “waste minimisation”, is the 
prevention of solid waste generation. In order to reduce the quantity and toxicity of materials entering the MSW 
system, waste reduction/avoidance techniques are considered at every stage of a product’s life cycle, including 
design, manufacture, purchase, and use. Thus, this technique, located near the top of the management hierarchy, 
has the potential to conserve resources, save energy, and reduce pollutants and GHG emissions. It can also 
reduce solid waste collection system costs and reduce the need for new landfills and incinerators.  

Avoidance plans and legislation also typically include the establishment of waste reduction/avoidance targets, 
economic incentives, and educational efforts, including promotion, technical assistance, planning, and reporting. 
Because of this broad focus, this method offers the opportunity to reduce GHG emissions in a significant way. 
For many materials, reduction in energy-related CO2 emissions from the raw material acquisition and 
manufacturing process, and the absence of emissions from waste management, combine to reduce GHG 
emissions more than that using other options (Smith, 2001; Vollenbroek, 2002).  

5.7 Resource Recovery 

Resource recovery, which includes recycling, composting, and combustion, is the fourth step of the proposed 
waste management hierarchy because it is a ‘waste reuse’ technique. The benefits of resource recovery include 
conservation of natural resources, energy, and landfill space, and provision of useful products and economic 
benefits.  

The need for consistency in quality and quantity, and the benefit of economies of scale, it is suggested that 
integrated waste management should be organised on a large-scale, regional basis. Further, any scheme or 
strategy incorporating recycling, composting, or waste-to-energy technologies must be market-oriented. When 
calculating the overall costs of ISWM plans, waste, energy, and other raw materials should be factored in as 
inputs, while reclaimed materials, compost, emissions to air and water, and residual landfill materials should be 
factored in as outputs. A parallel model calculates the overall costs of the ISWM system based on local cost data. 
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Once the waste management system has been described, the inputs and outputs of each chosen treatment process 
must be calculated, using fixed data for each process. The yield should be expressed as useful net energy 
consumption, air emissions, water emissions, landfill volume, recovered materials, and amount of compost 
produced.  

6. Discussion  

Current rates of resource consumption and pollution are unsustainable because they exceed the rates at which 
resources can be regenerated and wastes can be assimilated by Earth’s natural systems. In order to increase 
sustainability, we will need to develop a more sophisticated understanding of the complex interactions between 
different environmental impacts, and develop radical new systems that lead to significant, and immediate, 
changes. In particular, it will be important to improve eco-efficiency, eliminate waste generation, and shift from 
products to services (Grant, et al., 2003). 

New regional philosophies of waste management should be based on the proposed hierarchy shown in Figure 4. 
In this system, the following methods should be emphasized, in this order: (1) reduction (either at the source or 
later), (2) reuse, (3) recycling, (4) incineration, and (5) disposal. Successful implementation of this system at a 
regional level will facilitate successful implementation globally. An emphasis on ecodesign should also help to 
reduce waste production. Although economics and socioeconomics have not previously been an important 
consideration during the development of waste management plans, it is essential that they help shape future 
management schemes. Cumulatively, these techniques have beneficial social and political implications for the 
GCC region.  

One method of maximising sustainability is to include plans for training and awareness as well as pursuing 
methods of re-engineering and optimisation in order to achieve waste reduction and recovery. Applying material 
management and economic recovery of residues for feedstock, or for energy production and utilisation, will also 
increase the success of ISWM.  

Unfortunately, ISWM plans do not address performance or competency issues, which may often have negative 
impacts on waste safety and public opinion. Disposal plans must be reviewed periodically in order to consider 
changes in local conditions, processes, and technology 

7. Conclusion 

Waste hierarchies continue to be useful guides when developing waste management plans. However, it is 
increasingly important to use modified hierarchies that consider broader environmental, social, and economic 
impacts. For instance, modern hierarchies should emphasise ecodesign and reduction of GHGs. Given our 
current levels of consumption and production, it will be challenging to shift to more sustainable patterns in order 
to prevent and reduce waste. However, these are essential goals that should be considered in the future waste 
management plans of GCC countries, and, indeed, in countries around the world. Implementation of the new 
ISWM hierarchy worldwide will push both the private and public sector to rework the production process, 
eventually leading to decrease in CO2 emissions from the energy used for solid waste transport as well as 
reduction in CH4 and other non-CO2 GHGs from anaerobic landfilling.  

Throughout the GCC states, there has been a debate on how to facilitate a shift from waste management to 
resource efficiency. A significant issue is merging the concept of sustainability and its sub-components (e.g. the 
hierarchy) into programs that are effective across multiple sectors, disciplines, communities, and professions. In 
order to accomplish this, strategic thinking and creative action will be needed at all levels; furthermore, plans 
must be flexible so that they can evolve over time. There are currently many exciting and groundbreaking 
approaches to, and tools for, achieving resource efficiency, including Zero Waste targets, dematerialisation, life 
cycle thinking, ecological footprint analysis, sustainable consumption, and design for environment. However, 
they are generally applied in isolation. In order to develop their full potency, future efforts should attempt to 
integrate these techniques with each other and in the context of broader ISWM schemes.  
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Table 1. Conventional hierarchy of integrated solid waste management 

Goal Attribute 
Reduce Preventative 
Reuse Predominantly ameliorative, 

partly preventative 
Recycling and composting Predominantly ameliorative, 

partly preventative 
Treatment or incineration Predominantly assimilative, 

partially ameliorative 
Disposal and landfilling Assimilative 

 
Table 2. Rates of municipal solid waste generation in GCC countries 

GCC 
country 

Solid waste 
(Kg/capita/d

ay) 

Population 
(millions)

Total waste 
(tonne/year) 

Land requirements for disposal (m2)a 

No recycling Recycling 

Bahrain 1.8 1.04 683,280 145,538.64 109,324.80 

Kuwait 1.4 2.23 1,139,530 242,719.89 182,324.80 

Oman 0.75 2.3 629,625 134,110.13 100,740 

Qatar 1.5 0.46 251,850 53,644.05 40,296 

UAE 1.4 2.3 1,175,300 250,338.90 188,048 

Saudi Arabia 1.6 23 13,432,000 2,861,016 2,149,120 

aCalculations are based on a density of 0.5 tonnes for MSW. 
bCalculated based on an assumption of US$ 661/m2 as research over statistical land prices in GCC survey done 
by researcher over lands in the GCC(2011) 
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Figure 1. Comparison of the sources of GHG emissions 

 

 

 

 

 

 
Figure 2. The relationship between energy, raw materials, environment, and emissions 

 
 

 
 
 
 
 
 
 

Figure 3. Philosophy of waste prevention and minimisation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Proposed hierarchy of integrated solid waste management. Figure reproduced courtesy of Zeng et al. 
(2010) 
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Abstract 

Friction surfacing was attempted with aluminum on a mild steel substrate. This paper focuses on the 
development of empirical relationship for the prediction of coating width, coating thickness of friction surfaced 
materials. Experimental part of the study is based on five level central composite designs of three process 
parameters. In order to investigate the effects of input parameters on coating width and coating thickness, an 
empirical relationship is constructed by multiple regression analysis. Optimization of the model is carried out to 
study the coating width and thickness using design-expert software. Deposit geometry measurements for all the 
specimens space carried out and compared with the relative impact of input parameters on coating width and 
thickness in order to verify the measurement errors on the values of the uncertainty in estimated parameters. The 
results obtained show that the developed empirical relationship can be applied to estimate the effectiveness of 
process parameters for a given coating width and thickness. 

Keywords: Friction surfacing, Central composite design, Response surface methodology, Degree of freedom, 
Optimization, Deposit geometry 

1. Introduction 

Surfacing engineering has gained wide importance owing to the advantages realized of them. The friction 
surfacing process derivative of friction welding and retains all the benefits of solid state welding, such as forged 
microstructures and excellent metallurgical bond. The first patent on friction welding was issued in 1941 
(Klopstock H., & Neelands A. R., 1994), and published reports on the development of friction surfacing from 
friction welding first appearing in 1959 (Tyager, Kh. A., 1959; Zakson, R. I., & Turukin F. G., 1965). In this 
process, the coating is extremely regular and flat, without the familiar meniscus section profile experienced with 
fusion welding methods. The thickness of the coated layer ranges from 0.5 to 3 mm depending on the material 
and diameter of coating rod. It is characterized by fine ripples and requires <0.1 mm to be removed to produce 
the finished surface. The friction surfacing processes have clean environment, no fumes, no spatter. It is also 
energy efficient because the heat is generated exactly where it is needed. During the coating cycle the applied 
layer of metal reaches a temperature just below its melting point whilst simultaneously undergoing severe plastic 
deformation. Thus, the coating is a product of a vigorous hot forging action as opposed to the casting mechanism 
of fusion welding and spraying processes. This important difference means that many of the defects commonly 
associated with fusion techniques are avoided, and dense, clean and fine microstructures with attendant excellent 
properties are generated. There is no dilution of the coating by the substrate and hence no need for multiple 
layering as is often the case with fusion processes. Further details about the process can be found elsewhere 
(Bedford G. M., 1990). 
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The friction surfacing process has become well established with a number of commercial applications. However, 
the existing models explaining the major relationships between process parameters are still generic. They are 
based on empirical rules and theoretical assumptions that account for a limited number of cases of current 
commercial interest. Many of these assumptions are implicit and have not been tested by using appropriate 
analysis and design of experiments. Consequently there is no method of determining the accuracy and sensitivity 
when changes in the process parameters are made (Bedford G. M., 1995; Nicholas E. D., & Thomas W. M., 
1987). 

In this paper, an empirical relationship between friction surfacing parameters and deposit geometry was 
constructed based upon the experimental dada obtained by three parameters –five levels central composite 
design. The empirical equation, simulating the friction surfacing, was carried out by multiple regression analysis 
(MRA) were derived from the basic equations. This analysis generally requires a definition of an objective 
function and design parameters. In this study, the objective function was chosen as deposit geometry, whereas 
process parameters (rotational speed, frictional force, traverse speed) were selected as the design variables. The 
present study mainly focuses on the determination of design parameters and the prediction of fine-tuning 
requirements of these parameters in friction surfacing process. The results revealed considerable information 
about the effect of process parameters and optimum surfacing conditions.  

2. Plan of Investigation 

In order to achieve the desired aim, the present investigation was planned in the following sequence as depicted 
in Figure 1. 

2.1 Identifying the Important Process Parameters 

Vitanov V. I. (2000) indicated that the predominant factors which are having greater influence on deposit 
geometry of friction surfaced coatings were identified. They are: (i) Rotational speed (N) in rpm, (ii) axial force 
(F) in N/mm2 (frictional force), (iii) traverse speed (V) in mm/sec. These are primary process parameters 
contributing to the frictional heat and subsequently influencing the coating performance of friction surfaced 
materials. 

2.2 Finding the Working Limits of the Parameters 

A large number of trial runs were carried out using aluminum alloy (22 mm Ø) coated with mild steel substrate 
(150 mm x 100 mm x 6 mm) to find out the feasible working limits of Friction surfacing process parameters. 
Chemical composition of the base metal and consumable is presented in Table 1. Trial runs were carried out by 
varying one of the factors while keeping the rest of them at constant values. The working range of each process 
parameter was decided upon by inspecting the macrostructure (cross section of friction surfaced specimens) for 
any visible defects. From the above inspection, the few important observations were made and they are presented 
in Table 2. The chosen levels of the selected process parameters with their units and notations are presented in 
Table 3. 

2.3 Developing the Experimental Design Matrix 

The feasible limits of the parameters were chosen in such a way that aluminum alloy should be coated with mild 
steel substrate without any coating defects. Central composite rotatable design of second order was found to be 
the most efficient tool in response surface methodology (RSM) to establish the empirical relationship using the 
smallest possible number of experiments without losing its accuracy (Voutchkov I., 2001). Due to wide ranges of 
parameters, it was decided to use three factors, five levels, central composite design matrix to optimize the 
experimental conditions. Table 4 shows the 20 set of coded conditions used to form the design matrix. First 
experimental conditions are derived from full factorial experimental design matrix. All the variables at the 
intermediate (0) level constitute the center points while the combinations of each process variable either at 
lowest (-2) or it highest (+2) with the other three variables of the intermediate levels constitute the star points. 
The method of designing such matrix is dealt elsewhere (Gunaraj V., 2004; Gunaraj V., & Murugan N., 1999). 
For the convenience of recording and processing experimental data, upper and lower levels of the factors were 
coded as +2 and –2 respectively. The coded values of any intermediate value can be calculated, using the 
following relationship. 

Xi = 2 [2X - (Xmax + Xmin)] / (Xmax – Xmin)                         (1) 
Where, 

Xi is the required coded value of a variable X;  

X is any value of the variable from Xmin to Xmax; 
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Xmin is the lower level of the variable; 

Xmax is the highest level of the variable. 

2.4 Conducting the Experiments and Recording the Responses 

The friction surfaced aluminum coating was performed on mild steel substrate (Figure 2) as per the conditions 
dictated by the design matrix (Table 4). Coating thickness, coating width was measured and they are presented in 
Table 4. 

2.4.1 Coating Preparation  

Friction surfacing was carried out by varying the parameters as prescribed by the design matrix and aluminium 
coating was produced over mild steel substrate. The friction surfaced specimens, coated rod (before and after), 
are shown in Figures 3. 

2.4.2 Deposit Geometry Measurement  

Deposit geometry measurements for all the specimens were carried out by optical profile projector (make: 
meterz, India) samples where cut in the required size. The friction surfaced specimens are shown in Figures 4. 

3. Developing a Empirical Relationship 

The coating characteristics of aluminum is represented by Y, then the response function can be expressed as  

                                        Y = f (F, N, V)                                    (2) 

The model selected was a second degree response expressed as follows 

      Y = B0+ B(F)+ B2 (N)+B3(V)+B11 (F2)+B22(N2)+B33(V2)+B12(F*N)+B13(F*V)+B23(N*V)    (3) 

The values of the coefficient were calculated by regression with the help of the following equations. The final 
model was developed after determining the significant coefficient, which lead the following test. 

Coating thickness: 

Ct=0.84+0.26*F+0.04*N+0.86*V-0.01*F*N-0.0625*F*V+0.0375*N*V +0.017*F2+0.08*N2+0.01*V2  (4) 

Coating width: 

Cw=24.01+0.79*F+0.42*N+1.05*V-0.9*F*N-1.96*F*V+0*N*V-1.82*F2-1.66*N2-0.93*V2+0.1*V2      (5) 

3.1 Checking the Adequacy of Model 

The adequacy of the model was checked using the analysis of variance (ANOVA) technique. As per the 
technique, if the calculated value of the ‘F’ ratio for the desired level of confidence (say 99%). Then the model is 
conducted to the adequacy limit using the developed model for various mechanical and metallurgical properties. 
The predicted results of different combination are presented in the graphical form. ANOVA test result presented 
in the Table 5. 

3.2 Effect of Process Parameters on Deposit Geometry 

3.2.1 Effect of Rotational Speed on Deposit of Coating 

The deposit tended to be greater in thickness with increasing rotational speed of consumable rod, regardless of 
the traverse speed and axial force. This might be due to an increase in torque during friction with demand 
rotational speed and due to an increase in the thickness of deposit because of an increased rate of deformation of 
consumable rod. 

3.2.2 Effect of Axial Force on Deposit of Coating 

The effect of axial force on the thickness of deposit decreased with increasing rotational speed of consumable 
rod, making the thickness of deposit almost uniform of the rotational speed. 

3.2.3 Effect of Traverse Speed on Deposit of Coating 

The width of the deposit tented to decrease with increased rotational speed and traverse speed on consumable rod. 
But it has almost uniform under the conditions of the rotation of consumable rod was slow, because effect of the 
traverse speed was limited. This might be because width of the deposit may be decreased by a decrease in the 
closure area of substrate and consumable rod. The effect of traverse speed on the thickness of deposit was 
demand with increasing rotational speed of consumable rod, making the thickness of deposit almost uniform at 
rotational speed. 
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4. Optimising the Parameters 

Contour plots show distinctive circular shape indicative of possible independence of factor with response (Figure 
5). A contour plot is produced to visually display the region of optimal factor settings. For second order response 
surface, such a plot can be more complex than the simple series of parallel lines that can occur with first order 
models. Once the stationary point is found, it is usually necessary to characterize the response surface in the 
immediate vicinity of the point. Characterization means, identifying whether the stationary point found is a 
maximum response or minimum response or a saddle point. To classify this, the most straightforward way is to 
examine through a contour plot. Contour plots play a very important role in the study of the response surface. By 
generating contour plots using software for response surface analysis, the optimum value is located with 
reasonable accuracy by characterizing the shape of the surface. 

If a contour patterning of circular shaped contours occurs, it tends to suggest independence of factor effects 
while elliptical contours as may indicate factor interactions. Response surfaces have been developed for both the 
models, taking two parameters in the middle level and two parameters in the X and Y axis and response in Z axis. 
The response surfaces are clearly revealing the optimal response point. RSM is used to find the optimal set of 
process parameters that produce a maximum or minimum value of the response. In the present investigation the 
process parameters corresponding to the minimum coating thickness are considered as optimum (by analyzing 
the contour graphs and by solving the equation 4 and 5). Hence, when these optimized process parameters are 
used, then it will possible to attain the minimum coating thickness. 

The presented three dimensional response surface plots for the response coating thickness obtained from the 
regression model. The optimum coating thickness is exhibited by the apex of the response surface exhibits 
almost a circular contour, which suggests independence of factor effect namely rotational speed. It is relatively 
easy by examining the contour plots that changes in the coating thickness are more sensitive to changes in 
rotational speed than to changes in axial force and traverse speed. Interaction effect between the combination of 
factors such as rotational speed and traverse speed, rotational speed and axial force and traverse speed and axial 
force on coating thickness and coating width also exists (Figure 6), which is evidenced from the contour plots. 
Increase in rotational speed resulted in increase of coating width and coating thickness is decreased.  

Predicted optimum coating thickness obtained from the response surface and contour plots by using a 
combination of axial force 14 N/mm2, rotational speed 2500 rpm and traverse speed 16mm/sec, which resulted in 
a coating thickness of 0.89 and coating width 20.22 mm. To demonstrate the validity of the model, actual 
experiments were conducted at the optimum values of process parameters to make a coating. The above values 
were also verified using statistical software Minitab.  

5. Conclusions 

Empirical relations were developed to predict coating thickness and coating width incorporating friction 
surfacing process parameters. The developed relationships can be effectively used to predict the coating at 95% 
confidence level and Friction surfacing process parameters were optimized using response surface methodology 
to attain minimum thickness and maximum width. The optimum conditions are: axial force 14 N/mm2, rotational 
speed 2500 rpm and traverse speed 16 mm/sec. 
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Table 1. Chemical composition (wt %) of base metal 

S.No Material Al C Mn Mg Zn Fe Si P Cr Ni Ti Cu 
1 Mild 

Steel 
- 0.07 0.31 - - Bal 0.31 0.089  0.11 - 0.24 

2 AA 
1100 

Bal - 0.004 0.0015 0.0016 0.508 0.152     
- 

0.006 - 0.015 0.061
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Table 2. Macrostructure observations of the friction surfaced specimens 

Input parameters Parameter range Macrostructure Probable reason 

Rotational speed <2000 rpm 

 

In sufficient 

frictional heat and In 

sufficient metal 

deposition 

Rotational speed >3000 rpm 

 

Further Increase less 

deposition 

Axial force <10 N/mm2 

 

In sufficient Axial 

force and in 

adequate heat 

generation  

Axial force >18 N/mm2 

 

Additional axial 

force lards to excess 

heat input and 

thinning of the metal 

deposited  

Traverse speed <10 mm/sec 

 

Low frictional heat 

Generated 

Traverse speed >30 mm/sec 

 

Increase in traverse 

speed resulted in 

Poor Plasticization 

on associated defect

 

 

Table 3. Important factors and their level 

S.NO Factors Notation Unit 
Factor Levels 

-2 -1 0 1 2 

1 Axial force F N/mm2 10 12 14 16 18 

2 Rotational speed N rpm 2000 2250 2500 2750 3000 
3 Traverse speed V Mm/sec 10 15 20 25 30 
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Table 4. Design Matrix and experimental result 

Ex .no 
 

Rotational 
speed (rpm)

Traverse 
speed 
(mm/sec) 

Axial 
force 
(k N) 

Coating 
thickness 
(mm) 

Coating 
width 
(mm) 

1 -1 -1 -1 1.37 25.46 
2 +1 -1 -1 2.43 26.08 
3 -1 +1 -1 1.60 20.47 
4 +1 +1 -1 2.23 23.27 
5 -1 -1 +1 2.37 26.84 
6 +1 -1 +1 2.43 29.08 
7 -1 +1 +1 1.30 25.82 
8 +1 +1 +1 0.7 24.64 
9 -2 0 0 2.23 28.22 

10 +2 0 0 0.7 23.38 
11 0 -2 0 1.8 24.64 
12 0 +2 0 1.2 24.64 
13 0 0 -2 2.4 20.26 
14 0 0 +2 1.36 27.96 
15 0 0 0 2.3 25.94 
16 0 0 0 2.6 24.92 
17 0 0 0 2.8 23.42 
18 0 0 0 2.4 25.82 
19 0 0 0 2.6 27.96 
20 0 0 0 2.93 27.16 
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Table 5. ANOVA result for the deposit geometry 

Source Sum of 
Squares 

df Mean Square F Value p-value 
Prob >F 

 

Model 1.299866 9 0.14443 27.13377 <0.0001 Significant 
 
 
 
 
 
 
 
 
 
 

Not 
significant 

 
 
 
 
 
 
 
 
 
 

Significant 
 
 
 
 
 
 
 
 
 
 
 
 
 

Not 
significant 

 

A-A 0.911007 1 0.911007 171.1495 0.0001 
B-B 0.026761 1 0.026761 5.027479 0.0488 
C-C 0.100156 1 0.100156 18.81611 0.0015 
AB 0.0008 1 0.0008 0.150295 0.7064 
AC 0.03125 1 0.03125 5.87089 0.0359 
BC 0.01125 1 0.01125 2.11352 0.1767 
A2 0.004323 1 0.004323 0.81213 0.3887 
B2 0.094457 1 0.094457 17.74548 0.0018 
C2 0.145281 1 0.145281 27.29375 0.0004 

Residual 0.053229 10 0.005323   
Lack of Fit 0.042095 5 0.008419 3.781023 0.0854 
Pure Error 0.011133 5 0.002227   
Cor Total 1.353095 19    
Std. Dev. 0.072958  R-Squared 0.960661  

Mean 0.9805  Adj 
R-Squared 

0.925257  

C.V.% 7.4409  Pred 
R-Squared 

0.751144  

PRESS 0.336726  Adeq 
Precision 

18.16749  

 
Model 148.8797 9 16.54218 43.40183 <0.0001 

A-Axial force 8.530598 1 8.530598 22.38178 0.0008 
B-Rotational 

Speed 
2.405248 1 2.405248 6.310663 0.0308 

C-traverse 
speed 

15.14118 1 15.14118 39.726 < 0.0001 

AB 6.6248 1 6.6248 17.38153 0.0019 
AC 30.7328 1 30.7328 80.63383 < 0.0001 
BC 0 1 0 0 1.000 
A2 48.2217 1 48.2217 126.5196 < 0.0001 
B2 39.60479 1 39.60479 103.9113 < 0.0001 
C2 12.40209 1 12.40209 32.53943 0.0002 

Residual 3.811403 10 0.38114   
Lack of Fit 1.811403 5 0.362281 0.905701 0.5420 
Pure Error 2 5 0.4   
Cor Total 152.6911 19    
Source Sum of 

squares 
df Mean Square F Value p-value 

Prob > F 
R-Squared 0.975038     

Adj R – 
Squared 

0.952573     

Pred 
R-Squared 

0.891152     

Adeq 
Precision 

21.87096     

Std. Dev.   0.617366   
Mean   20.9965   
C.V.%   2.940326   
PRESS   16.62004   
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Figure 1. Work plan 
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Figure 2. Friction surfacing machine 

 

 

 

 

 

 

 

 

 

 

(a) before coated rod                                 (b) after coated rod 

Figure 3. The friction surfaced specimens 

 

 

 

 

 

 

 

 

(a) friction surfaced materials                               (b) friction surfaced specimens 

Figure 4. The friction surfaced specimens by deposit geometry measurements 

 

 

 

 

 

 

 

 

 

 

 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

Published by Canadian Center of Science and Education 79

 

 

 

 

 
 
 
 
 

 
(a) Coating thickness, traverse speed Vs. rotational speed        (b) Coating width, traverse speed Vs. rotational speed 

 

 

 

 

 
 
 
 
 
 
 

(c) Coating thickness, axial force Vs. rotational speed         (d) Coating width, axial force Vs. rotational speed  

 

 

 

 

 

 

 

 
 

 
(e) Coating thickness, axial force Vs. traverse speed             (f) Coating width, axial force Vs. traverse speed 

Figure 5. Contour plot of possible independence of factor with response 
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       (a) Coating thickness, V vs. N                                (b) Coating width, V vs. N 

 

 

 

 
 
 
 

            (c) Coating thickness, V vs. F                              (d) Coating width, V vs. F 

 
 
 
 
 
 
 
 
 
 
 
 
           (e) Coating thickness, N vs. F                                (f) Coating width, N vs. F  

Figure 6. Interaction effect between the combination of factors 

 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

Published by Canadian Center of Science and Education 81

Rayleigh Instability of Plane-parallel Liquid Flows 

B. M. Dakhel 

General Required Courses Department, Jeddah Community College 

King Abdulaziz University, Jeddah, Saudi Arabia 

 

Received: December 16, 2011     Accepted: January 5, 2012     Published: February 1, 2012 

doi:10.5539/mas.v6n2p81          URL: http://dx.doi.org/10.5539/mas.v6n2p81  

 

Abstract 

Studying in this paper the stability of plane-parallel flows of an ordinary liquid can be naturally translated into 
the language of the theory of hydrodynamic resonances. Thus, resonant absorption of oscillations induces 
stability of the flows of an ideal liquid having a velocity profile without inflection points (Rayleigh theorem), 
while resonant emission leads to Rayleigh instability in the presence of an inflection point. The flow velocity 
profile has an inflection point. Thus, the presence of inflection points is a necessary condition for instability. If, 
however, the velocity profile has inflection points, the flow is stable (Rayleigh's theorem). Note that the sign of 
the jump depends on whether the neutral oscillations are regarded as the limiting cases of growing )0(Im  or 
damped )0(Im  oscillations. 

Keywords: Rayleigh Instability, Plane-Parallel Liquid Flows 

1. Introduction 

Rayleigh has established in 1880 (Rayleigh, 1880), that plane-parallel liquid flows (Barston, 1991) of an ideal 
liquid, with velocity profiles that have no inflection points, are stable Rayleigh's theorem (Rayleigh, 1880). 

Rayleigh instability (Khenner, et al., 1999; Wolf, 1970a, 1997b; Kumar, et al., 1994) occurs when a heavy fluid 
is supported by a lighter fluid. Any perturbation of the interface grows and leads to spikes of the heavier fluid 
penetrating into the lighter one. 

It is known that vertical vibrations can lead both to the parametric excitation of waves at the interface and to the 
suppression of the Rayleigh–Taylor instability (Benjamin, et al., 1954; Miller, et al., 1983; Kumar, et al., 1994; 
Wolf, 1970), while the effects due to horizontal vibrations have been studied less. In experimental works by 
(Bezdeneznykh, et al., 1984; Piriz, et al., 2010) for a long horizontal reservoir filled with two immiscible viscous 
fluids, an interesting phenomenon was found at the interface: the horizontal vibrations lead to the formation of a 
steady relief. This formation mechanism has a threshold nature; it is noteworthy that such a wavy relief appears 
on the interface only if the densities of the two fluids are close enough, i.e. it does not appear for the liquid/gas 
interface. 

Recently, (Dou, 2002; Kuznetsov, et al., 2011) proposed a new mechanism for flow instability and turbulent 
transition in parallel shear flows. In this paper, based on the previous work (Dou, 2002; Kuznetsov, et al., 2011), 
it is demonstrated that the stability of plane-parallel flows of an ordinary liquid can be naturally translated into 
the language of the theory of hydrodynamic resonances. 

2. Basic Equations 

Rayleigh's theorem deals with oscillations of an ideal liquid. The result of the theorem is valid for the flows of a 
real liquid as sufficiently large Reynolds numbers, when the influence of viscosity can be neglected. In this 
approximation, the equation of motion takes the following form  

                                                    

p

dt

Vd 




                                                                           (1) 

Where p  is the pressure and   is the density of the medium. 

If the liquid is incompressible, the velocity V


 must also satisfy the equation 

0 V


. 

In the xy plane the last equation will be satisfied if )/;/( xyV  


, where   is the flow function. 



www.ccsenet.org/mas                     Modern Applied Science                   Vol. 6, No. 2; February 2012 

                                                          ISSN 1913-1844   E-ISSN 1913-1852 82

Taking the z component of the curl  of (1) and expressing the velocity in terms of the flow current function, 
then 

                                               0
dt

d
                                                                                  (2) 

This equation is called the law of conservation of the velocity curl  in an ideal incompressible liquid 
(  0zV


). 

Linearizing (2) in terms of small perturbations, then becomes  

                                  

0)( 1
2
0

2

10 


















ytd

Vd

y
xV

t

                                                     (3) 

It is assumed here that a small perturbation characterized by 1  is applied to a stationary flow having a velocity 
directed along y axis and varying along x axis.  

By using the following perturbation 

                                    
)(

11 )(),( kytiextr  


 

Then we get 

                                     

01
2

0

0
1 













 


 k
kV

Vk

                 

                                                 (4) 

This equation is called Rayleigh equation. 

We shall follow (Lin, 1955). We multiply (4) by *
1  and subtract from the product of the complex conjugate 

                           

2
12

0

0
*
1

1
1*

1
Im

2 



kV

Vk
i

xd

d

xd

d

xd

d




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










 

                                               (5) 

Integrating (5) from one boundary of the flow to the other 

                                 

xd
kV

Vk
kW

x

x

x
x 






2

1

2

1

2
12

0

0Im 




      

                                                    (6) 

We have introduced in (6) the real quantity )]/()/()[2/( 1
*
1

*
11 dxddxdikW   . It defines the so-called 

Reynolds stress 

                                    
)(Re

~ *
11 yxT VVWW  

            
                                                       (7) 

in the oscillations. 

Equation (5), which is the differential equivalent of (6), shows that at 0Im   the function W  is constant in 
the intervals and undergoes a jump at the resonant point. Note that the sign of the jump depends on whether the 
neutral oscillations are regarded as the limiting cases of growing )0(Im  or damped )0(Im  oscillations. 

The normal velocity component 11
ikVx   and with it the left-hand side of (6) vanish on the solid walls that 

bound the flow. For 0Im  , however, the right-hand side of this equation can vanish only if 0V   reverses sign 
in the interval ),( 21 xx , i.e., the flow velocity profile has an inflection point. Thus, the presence of inflection 
points is a necessary condition for instability. If, however, the velocity profile has now inflection points, the flow 
is stable (Rayleigh's theorem). 

3. Conclusions 

In this paper we study the basic laws determining the stability of plane-parallel flows of an ordinary liquid can be 
naturally translated into the language of the theory of hydrodynamic resonances. Thus, resonant absorption of 
oscillations induces stability of the flows of an ideal liquid having a velocity profile without inflection points 
(Rayleigh theorem), while resonant emission leads to Rayleigh instability in the presence of an inflection point. 

Note that at first glance Equation (6) applies equally well to growing )0(Im   and attenuating 
)0(Im  oscillations. One would therefore conclude from (6) that if some natural oscillations are in fact 
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analysis of damped oscillations )0(Im  calls for taking into account the viscosity, no matter how low, of the 
liquid. 

Therefore all the conclusions concerning oscillations with 0Im  , based on an analysis of the equation of an 
ideal liquid, are, generally speaking, incorrect. 
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