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COMPOSITION-REPRESENTATIVE SUBSETS

GARY GRIFFING

ABSTRACT. A specific property applicable to subsets of a hom-set in any small category
is defined. Subsets with this property are called composition-representative. The notion
of composition-representability is motivated both by the representability of a linear
functional on an associative algebra, and, by the recognizability of a subset of a monoid.
Various characterizations are provided which therefore may be regarded as analogs of
certain characterizations for representability and recognizablity. As an application, the
special case of an algebraic theory T is considered and simple characterizations for a rec-
ognizable forest are given. In particular, it is shown that the composition-representative
subsets of the hom-set T ([1], [0]), the set of all trees, are the recognizable forests and
that they, in turn, are characterized by a corresponding finite “syntactic congruence.”
Using a decomposition result (proved here), the composition-representative subsets of
the hom-set T ([m], [0]) (0 ≤ m) are shown to be finite unions of m-fold (cartesian)
products of recognizable forests.

1. Introduction

Motivation for this work comes in part from both algebra and theoretical computer science.
In algebra, one has the notion of a representative linear functional on an associative algebra
A over a commutative base semi-ring k, and in theoretical computer science, one has the
notion of a recognizable subset of a monoid M . Let us start by recalling the first of
these closely related concepts. An element f of the dual k-module A∗ = Homk(A, k) is
called representative if there exists a corresponding element

∑
I gi ⊗ hi of A∗ ⊗ A∗ (I a

finite set) such that f(ab) =
∑

I(gia)(hib), for all a, b ∈ A. This property is frequently
defined over a base field as in say, [A],[BL],[Mo], and the corresponding subspace of
representative elements is then denoted by A0. It can be proved, in the case with k a
field, that the gi and hi may themselves be chosen to be members of A0. Therefore, the
assignment ∆ : A0 → A0 ⊗ A0, f �→

∑
I gi ⊗ hi defines a coassociative, comultiplication

map. Moreover, the assignment ε : A0 → k, f �→ f(1) defines a counit map for ∆, and
the triple (A0,∆, ε) is then a coassociative, counital coalgebra, in the sense of [S].

On the other hand, a subset L of a monoid M is called recognizable (or a recognizable
language in case M is free) if there exists a finite state recognizer the behavior of which
equals L. A recognizer is a 4-tuple (η,Q, I, T ), where I, T are subsets of the state set Q,
and η:M ×Q→ Q, (w, q) �→ wq is a mapping making Q a left M -set. That is, for which
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1q = q and (vw)q = v(wq), for all v, w ∈ M and q ∈ Q. The behavior of the recognizer
is the subset {w ∈ M | wa ∈ T, some a ∈ I }. Thus, an element w of M is accepted, or
recognized, if it acts on an element of I (an initial state) and produces an element of T
(a terminal state). A subset L is recognizable if L = {w ∈M | wa ∈ T, some a ∈ I } for
some recognizer (η,Q, I, T ) with Q a finite set. A “representative-like” characterization
for recognizability is given in [E, p.69] which states that a subset L of a monoid M
is recognizable if (and only if) there exist finitely many subsets Bi, Ci of M such that
L =

⋃
BiCi (product elementwise in M) and, whenever rs ∈ L, there exists a j with

r ∈ Bj and s ∈ Cj. More generally, rather than use a free monoid, one can use a free
Ω-algebra in the sense of universal algebra [C]. Elements of this algebra are referred to as
terms, or trees. A recognizable forest [GS] is then a certain subset of trees. The precise
definition of a recognizable forest is different from that given above for a recognizable
language, and may be found in [GS, p.59]. However, the idea behind the definition is
similar in that there exists the notion of a “finite tree recognizer” for recognizing certain
trees. The forest recognized by a tree recognizer is called the behavior of the recognizer,
and a forest R is called recognizable if there exists a finite tree recognizer whose behavior
equals R.

These notions from algebra and theoretical computer science may seem different, but
in fact they overlap. Suppose that the base semi-ring k is not a field, but rather the the
Boolean semi-ring B whose elements are F and T , with addition and multiplication given
by “or” and “and”, respectively. For any monoid M , the power set of M , PM , may be
identified (via characteristic functions) with the B-module Map(M,B) of all maps from
M to B. Then, a representative element of Map(M,B) corresponds precisely to a subset
L of M which is recognizable!

One result of this work is to show that there exists a representative-like characteriza-
tion for a recognizable forest similar to the representative-like characterization given above
for a recognizable subset of a monoid. Indeed, motivated by the definition of a represen-
tative functional, especially as it applies to the case above in which the base semi-ring is
B, definition 2.1 below introduces the notion of a “composition-representative” subset of
a hom-set in any small category. It will then easily follow that in the special case of a
category A having one object, a subset of the corresponding monoid A(·, ·) is composition-
representative if and only if it is a recognizable subset. Thus, composition-representability
may be regarded as a many object version of recognizability. On the other hand, suppose
that the category A is an algebraic theory T in the sense of [Law]. Given the objects
[0], [1] of T , the hom-set T ([1], [0]) can then be identified with the set of all trees. The-
orem 7.3 will show that a subset of T ([1], [0]) is composition-representative if and only
if it is a recognizable forest in the sense of [GS]. In Corollary 7.4, a representative-like
characterization for a recognizable forest, entirely analogous to the characterization given
above for a recognizable language will be given.

The main body of this work will consist of various characterizations, valid for any
category A, for which subsets (of a given hom-set) are composition-representative. As
motivation, familiar characterizations for recognizability will be used as a guide. Recall,
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let M be a monoid and L a subset of M . Then L is a recognizable subset if and only if
any one of the following equivalent conditions holds (see [E],[Lal])

1. The set { a−1L | a ∈M } is finite, where for each a ∈M , a−1L = { b ∈M | ab ∈ L };

2. There exists a finite monoid N and a homomorphism ψ:M → N such that L =
ψ−1(ψ(L));

3. L determines a congruence ∼ in M for which the quotient monoid M/∼ is finite.

In Proposition 3.1, a characterization for a composition-representative subset is given,
analogous to condition 1 above, as a certain subset which has a finite set of translates
by morphisms. A result analogous to condition 2 is given in Theorem 4.1 where the
homomorphism to a finite monoid is replaced by the existence of a functor to a category
with finite hom-sets. In section 5, the definition of the “syntactic congruence” determined
by a subset of morphisms is given. The connection between the syntactic congruence
given here and composition-representability is then provided by Corollary 5.2, where it
is shown that a subset R is composition-representative if and only if the corresponding
syntactic congruence determined by R has finite index, that is each quotient hom-set is
finite. This provides a characterization analogous to condition 3 above. The justification
for the name syntactic here derives from the fact that in the case of a category with
one object, the corresponding congruence is then exactly the syntactic (or principle)
congruence determined by a subset of the corresponding monoid as given in [GS, p.40],[Lal,
p.11]. In section 7, the syntactic congruence will be used to characterize a recognizable
forest. It will be shown in Theorem 7.3 that a subset R (of trees) is a recognizable forest
if and only if the corresponding syntactic category determined by R is finite, that is has
finite hom-sets. From the point of view of X-languages, that is subsets of words in the
alphabet X, this result can be considered a many object version of the classical result for
free monoids ([GS],[Lal]), which characterizes a recognizable X-language as one for which
the syntactic congruence has finite index, or equivalently, for which the corresponding
syntactic monoid is finite.

It should be pointed out that Rosenthal in [R1],[R2] develops the general notions of
a quantaloid (a certain bicategory), quantaloidal nucleus (a certain lax functor which
generalizes a congruence), and corresponding quotient category. He then shows [R2],[R3]
how a certain quantaloidal nucleus, called by him the syntactic nucleus, is a generalization
of a certain specific congruence determined by a set of trees as given in [GS] (which is itself
a generalization of the syntactic congruence determined by a language). In the context of
forests, the syntactic congruence determined by a forest B, as given in this work (sections 5
and 7), can be seen to be the same as the congruence given by the syntactic nucleus jB
determined by B, which appears in [R2, p.204]. Further, in the papers [BK],[R2],[R3],
it is shown how bicategories (and bimodules) can be used to provide a beautiful, and
elegant, categorical framework in which the notion of the behavior of automata and tree
automata are special cases.
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The point of view of the present work is less sophisticated than that given in [BK] and
by Rosenthal, being the result of a single definition. Nevertheless, certain results regarding
the connection between category theory and theoretical computer science, via recogniz-
ability, are quickly arrived at and by entirely different means than by those methods
given elsewhere in the literature. In subsequent papers, further aspects of composition-
representability will appear.

2. Main definition

All categories considered in this work are small. For any triple of objects a, b, c in a
category A, composition will be given by the map A(b, c) × A(a, b) → A(a, c), (σ, ν) �→
σ ◦ ν, and 1a will denote the identity morphism in A(a, a). If γ is a morphism in A(a, c)
and b any object, the set

Fb(γ) = { (σ, ν) | σ ∈ A(b, c), ν ∈ A(a, b), σ ◦ ν = γ }

(the inverse image of γ along the composition map) will be referred to as the set of all
factorizations of γ through b. For any subset S of A(a, c), Fb(S) will denote the union of
all factorizations through b of all morphisms in S.

2.1. Definition. Let A be a category and a, c any pair of objects. A subset R of A(a, c)
is called composition-representative if for each object b in A, there exists a finite index
set Ib and factor subsets Vi of A(b, c), and Wi of A(a, b), i ∈ Ib, with

Fb(R) =
⋃
i∈Ib

Vi ×Wi.

As directly implied by the definition, if R is a composition-representative subset and
b an object, the corresponding set

⋃
i∈Ib

Vi ×Wi is uniquely determined by R and b. This
set will sometimes be referred to as the b-splitting of R. An easy check shows that both
∅ and A(a, c) are composition-representative subsets of A(a, c), the trivial ones, with b-
splittings ∅ and A(b, c)×A(a, b), respectively. More generally, it will be shown that the set
consisting of all composition-representative subsets of any hom-set is closed with respect
to finite union, intersection, and complimentation. In section 7, when the category A
is taken to be an algebraic theory T (see [C],[EW],[Law]), a collection of examples of
non-trivial composition-representative subsets will be provided. These subsets are the
so-called recognizable forests (see [GS]). As a consequence of this, new characterizations
for a recognizable forest will be given.

Applications of the results in this work are given in section 7. In particular, Corol-
lary 7.4 gives an explicit characterization for a recognizable forest analogous to that given
in the introduction for a recognizable subset of a monoid. To do this, the definition of
composition-representability will be applied to the special case of an algebraic theory T .
A recognizable forest will then be characterized as a subset R of trees such that for each
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0 ≤ m, there exist finitely many subsets Vi, Wi, where Vi is a certain subset of m-tuples
of trees, and Wi a certain subset of m-ary operations each of which can be applied to an
m-tuple of trees by composition, such that R =

⋃
Vi ◦Wi (composite elementwise in T )

and, whenever α◦β is an element of R there exists an index j such that α is an element of
Vj and β of Wj. Thus in this special case, the two conditions composition-representability,
and recognizability, will be shown to determine identical forests.

3. Composition-representability and translates

It will be useful to consider the set of “translates” of a given set of morphisms. Various
properties which hold for of the set of translates of a fixed set of morphisms will now be
proved. In particular, it will be shown that a necessary and sufficient condition for a set
of morphisms to be composition-representative is that its set of translates, either left or
right, be finite. Thus, for any subset S of A(a, c), object b, and pair of morphisms σ in
A(b, c) and ν in A(a, b), consider the sets

σ−1S = { τ ∈ A(a, b) | σ ◦ τ ∈ S } and Sν−1 = { τ ∈ A(b, c) | τ ◦ ν ∈ S }.

The set σ−1S is called the left σ-translate, and Sν−1 the right ν-translate, of S.

3.1. Proposition. For any category A the following properties hold:

1. (The translate of a translate is a translate)

Let S be a subset of A(a, c), and b, d objects. Then, κ−1(σ−1S) = (σ ◦ κ)−1S for
any morphisms σ in A(b, c) and κ in A(d, b). Similarly, (Sν−1)µ−1 = S(µ ◦ ν)−1

for any morphisms ν in A(a, b) and µ in A(b, d).

2. A subset R of A(a, c) is composition-representative if and only if, for any object b,
either

i.) the set of all left σ-translates of R, {σ−1R | σ ∈ A(b, c) }, is finite, or

ii.) the set of all right ν-translates of R, {Rν−1 | ν ∈ A(a, b) }, is finite.

3. (Translates preserve composition-representability)

Let R be a composition-representative subset of A(a, c), b an object, and σ in A(b, c),
ν in A(a, b), morphisms. Then σ−1R, and Rν−1, are composition-representative
subsets of A(a, b), and A(b, c), respectively.

Proof. First, property 1. For any objects b, d and morphisms σ ∈ A(b, c) and κ ∈
A(d, b), κ−1(σ−1R) = { ν ∈ A(a, d) | κ ◦ ν ∈ σ−1R }. By associativity, ν ∈ κ−1(σ−1R) if
and only if σ ◦κ◦ ν ∈ R if and only if ν ∈ (σ ◦κ)−1R. Therefore κ−1(σ−1R) = (σ ◦κ)−1R.
Similarly, (Sν−1)µ−1 = S(µ ◦ ν)−1 for any morphisms ν in A(a, b) and µ in A(b, d).
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For the equivalence of property 2.i with composition-representability, choose an object
b. Suppose that R is a composition-representative subset with b-splitting Fb(R) =

⋃
Ib
Vi×

Wi. Given σ ∈ A(b, c), let J ⊆ Ib be the subset of all indices j such that σ ∈ Vj. Then
an easy check shows that σ−1R =

⋃
j∈J Wj. Thus, the set {σ−1R | σ ∈ A(b, c) } is finite.

For the converse, suppose that the finite set of all left σ-translates (σ ∈ A(b, c)) of R is
(represented by) the set {σ−1

1 R, . . . , σ−1
k R }. For each i = 1, . . . , k, let

Vi = { τ ∈ A(b, c) | for all ν ∈ σ−1
i R, τ ◦ ν ∈ R }.

Then, Fb(R) =
⋃k

i=1 Vi × σ−1
i R. In fact, suppose that 1 ≤ j ≤ k and that (v, w) ∈

Vj × σ−1
j R. Then by definition, v ◦ w ∈ R and so (v, w) ∈ Fb(R). For the reverse

containment, let g ◦ h ∈ R with g ∈ A(b, c) and h ∈ A(a, b). Since the set of translates
is finite, there exists j with g−1R = σ−1

j R. Thus, h ∈ σ−1
j R. Moreover, if ν ∈ σ−1

j R

then g ◦ ν ∈ R, so that g ∈ Vj. Therefore, Fb(R) =
⋃k

i=1 Vi × σ−1
i R and so R is a

composition-representative subset. A similar argument using right ν-translates of R shows
the equivalence of property 2.ii with composition-representability.

For property 3, let R be a composition-representative subset of A(a, c), b an object
and σ a morphism in A(b, c). By property 2.i above, the set of all left (σ ◦ τ)-translates
(τ ∈ A(d, b)) of R is a finite set. Therefore by property 1 above, the set of all left
τ -translates of the fixed translate σ−1R is a finite set and hence, by 2.i again, σ−1R
is composition-representative. Similarly, by 1 and 2.ii, for any ν ∈ A(a, b), Rν−1 is
composition-representative whenever R is.

4. Composition-representability and finite hom-sets

In this section, Theorem 4.1 will use a certain functor to a category with finite hom-sets
to give a useful characterization for composition-representability. As mentioned in the
introduction, this theorem may be considered a many object version of that which in the
one object monoid case states the following: A subset L of a monoid M is recognizable
if and only if there exists a finite monoid N and a monoid map ψ:M → N such that
L = ψ−1ψ(L) (see [E],[Lal]).

Recall from [M], a congruence on a category A is an equivalence relation ∼ on each
hom-set such that if σ1 ∼ σ2 (σ1, σ2 in A(x, y)) and ν is in A(x′, x) and τ in A(y, y′), then
τ ◦ σ1 ◦ ν ∼ τ ◦ σ2 ◦ ν. Given any congruence ∼ on a category X , denote by X /∼ the
quotient category having as objects the objects of X , and for each pair of objects r, s, the
hom-set of morphisms is given by (X /∼)(r, s) = X (r, s)/∼, the quotient set of ∼-classes
[σ] with representative σ an element of X (r, s). There exists a corresponding full functor
(bijective on objects)

N :X → X /∼ (1)

given by N (r) = r, and N (σ) = [σ], for all morphisms σ in X (r, s) and objects r, s of X .
For any triple x, y, z of objects of A, and pair of subsets P of A(y, z), and Q of A(x, y),

their composite is defined and equals the subset of A(x, z) given by P ◦Q = { p ◦ q | p ∈
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P, q ∈ Q }. Using notation from Rosenthal (see [R1],[R2],[R3]), for any pair of subsets J
of A(b, c) and S of A(a, c), the symbol J →r S is defined as the largest subset of A(a, b)
such that the composite J ◦ (J →r S) is contained in S. That is

J →r S = { τ ∈ A(a, b) | J ◦ { τ } ⊆ S }.

Similarly, for any subset K of A(a, b)

K →l S = {σ ∈ A(b, c) | {σ } ◦K ⊆ S }.

Further, if F :X → Y is any functor r, s objects of X and H is any subset of morphisms
of Y

(
F(r),F(s)

)
, set

F−1(H) = { γ ∈ X (r, s) | F(γ) ∈ H }.

4.1. Theorem. For any subset R of A(a, c), the following are equivalent:

1. The set R is a composition-representative subset;

2. There exists a category U with finite hom-sets and a functor F :Aop → U , which
may be taken to be full, such that R = F−1F(R).

Proof. First, 1 implies 2. Fix objects a, c of A and, for now, let R be an arbitrary
subset of A(a, c). Define an equivalence relation ≈ on the category A by the following

κ1 ≈ κ2 if and only if (τ ◦ κ1)
−1R = (τ ◦ κ2)

−1R, for all τ ∈ A(x, c), (2)

where κ1, κ2 ∈ A(x′, x) and x, x′ ∈ A.

The relation ≈ is a congruence on A. In fact, suppose that κ1 ≈ κ2 and let σ ∈ A(x, y),
ν ∈ A(y′, x′), where κ1, κ2 ∈ A(x′, x) and x, x′, y, y′ ∈ A. To show that σ◦κ1◦ν ≈ σ◦κ2◦ν,
let τ ∈ A(y, c). Since κ1 ≈ κ2 and τ ◦ σ ∈ A(x, c), ((τ ◦ σ) ◦ κ1)

−1R = ((τ ◦ σ) ◦
κ2)

−1R. By taking the left ν-translate of each expression in this last equality, and applying
Proposition 3.1 and associativity of composition, (τ ◦(σ◦κ1◦ν))−1R = (τ ◦(σ◦κ2◦ν))−1R.
Thus, ≈ is a congruence on A.

Let A/≈ denote the quotient category, and N :A → A/≈ the corresponding quotient
functor. The functor N further satisfies the property that R = N−1N (R). In fact, it
is always true that R ⊆ N−1N (R). Thus, let τ ∈ A(a, c) and N (τ) ∈ N (R). Then for
some ν ∈ R, N (τ) = N (ν), that is τ ≈ ν. By display (2) (with x = c and x′ = a) and
since 1c ∈ A(c, c), (1c ◦ τ)−1R = (1c ◦ ν)−1R, that is τ−1R = ν−1R. Now, ν ∈ R implies
that 1a ∈ ν−1R = τ−1R. Therefore, τ = τ ◦ 1a ∈ R, and R = N−1N (R) as claimed.

Now let R be a composition-representative subset of A(a, c). By Proposition 3.1, for
any object x′ the set of left translates {σ−1R | σ ∈ A(x′, c) } is a finite set. Thus, given
objects x, x′ and a morphism κ ∈ A(x′, x), there are at most finitely many distinct left
translates of the form (τ ◦ κ)−1R with τ ∈ A(x, c). Hence, there are at most finitely
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many distinct ≈-classes [κ], and the quotient category A/≈ has finite hom-sets. Thus,
the category U = (A/≈)op has finite hom-sets and the corresponding functor F :Aop → U ,
with F = N op, satisfies R = F−1F(R).

For the converse, given a category U with finite hom-sets, use the functor F :Aop → U
given by hypothesis to define a congruence ∼ on A by the following: η ∼ τ if and only if
F(η) = F(τ), for all τ, η ∈ A(x, y) with x, y any objects of A. Let b be any object and
σ ∈ A(b, c). Then since F(σ) ∈ U(F(c),F(b)) and U has finite hom-sets by hypothesis,
there can be no more than a finite number of distinct ∼-classes. Thus ∼ has finite index,
and let { [σ1], . . . , [σk] } (σi ∈ A(b, c)) represent the finite set of congruence classes that
partition A(b, c). Then, Fb(R) =

⋃k
i=1[σi] × ( [σi] →r R ). In fact, if 1 ≤ j ≤ k, v ∈ [σj]

and w ∈ [σi] →r R, then the composite v ◦ w is an element of R by definition. Thus,
(v, w) ∈ Fb(R). To see the reverse containment, suppose a composite β ◦ α ∈ R, with
β ∈ A(b, c) and α ∈ A(a, b). Then, there exists some j with β ∈ [σj]. To show that
α ∈ [σj] →r R, it must be shown that if η ∈ [σj] then η ◦ α ∈ R. Thus, let η ∈ [σj]. By
transitivity η ∼ β, which implies F(η) = F(β). Since β ◦ α ∈ R

F(η ◦ α) = F(α) ◦ F(η) = F(α) ◦ F(β) = F(β ◦ α) ∈ F(R).

Hence, η ◦ α ∈ F−1F(R) = R. Therefore, Fb(R) =
⋃k

i=1[σi] × ( [σi] →r R ) and R is a
composition-representative subset.

By a completely symmetric argument to that just given above, it can also be shown
that Fb(R) =

⋃t
j=1( [κj] →l R )× [κj], where { [κj] | j = 1, . . . , t } represents the finite set

of ∼-classes that partition A(a, b).

5. The syntactic congruence

A given subset of morphisms will now directly determine a congruence, called the “syntac-
tic congruence” and denoted by ≡, without first considering translates as was done for the
congruence ≈ given previously in display (2). It will then be shown that these two congru-
ences are identical, that is τ1 ≡ τ2 if and only if τ1 ≈ τ2, for any objects x, y of A and pair
of morphisms τ1, τ2 in A(x, y). Thus from Theorem 4.1, the syntactic congruence will have
finite index if and only if the subset which determines it is composition-representative.

5.1. Definition. Let a, c be objects of A and S any subset of A(a, c). The set S deter-
mines a congruence on A, denoted by ≡ and called the syntactic (or principal) congruence,
by the following: For any pair of objects a′, c′ of A and morphisms τ1, τ2 in A(a′, c′), then

τ1 ≡ τ2 provided that σ ◦ τ1 ◦ ν ∈ S if and only if σ ◦ τ2 ◦ ν ∈ S,

for all ν ∈ A(a, a′), σ ∈ A(c′, c).

As is readily shown (or, see the next corollary), ≡ is indeed a congruence. The
corresponding (quotient) category A/≡ is called the syntactic category determined by S.
The syntactic category is said to be finite if the congruence ≡ has finite index, that is if
each hom-set of A/≡ is finite.
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5.2. Corollary. Let R be any subset of A(a, c). The syntactic congruence ≡ and the
congruence ≈ given in display (2) are identical; thus, R is composition-representative if
and only if the syntactic category determined by R is finite. Moreover, the following are
equivalent:

1. The syntactic category determined by R is finite;

2. Given any objects x, y of A and a morphism σ in A(x, y), each ≡-class [σ] is a
composition-representative subset of A(x, y), and the set R is saturated by the con-
gruence ≡; that is, R =

⋃k
i=1[σi], σi in A(a, c), with empty union if R = ∅.

Proof. Let R be an arbitrary subset of A(a, c). Suppose that ≡ is the syntactic
congruence determined by R and ≈ is the congruence given by display (2). It will now be
shown that the congruences ≡ and ≈ determine identical congruence classes. Let x, y be
objects and τ1, τ2 ∈ A(x, y) morphisms. If τ1 ≡ τ2, then for all ν ∈ A(a, x), σ ∈ A(y, c),
σ◦τ1◦ν ∈ R if and only if σ◦τ2◦ν ∈ R. It follows that for all σ ∈ A(y, c), ν ∈ (σ◦τ1)−1R
if and only if ν ∈ (σ ◦ τ2)−1R. That is, for all σ ∈ A(y, c), (σ ◦ τ1)−1R = (σ ◦ τ2)−1R.
Therefore, τ1 ≈ τ2. Conversely, if τ1 ≈ τ2, then N (τ1) = N (τ2), where N :A → A/≈ is
the corresponding quotient functor. In the second paragraph of the proof of Theorem 4.1,
it was shown that R = N−1N (R). If σ ◦ τ1 ◦ ν ∈ R for some ν ∈ A(a, x) and σ ∈ A(y, c),
then

N (σ ◦ τ2 ◦ ν) = N (σ) ◦ N (τ2) ◦ N (ν) = N (σ) ◦ N (τ1) ◦ N (ν)

= N (σ ◦ τ1 ◦ ν) ∈ N (R).

Hence, σ ◦ τ2 ◦ ν ∈ N−1N (R) = R. By reversing the roles of τ1 and τ2, the condition
σ ◦ τ2 ◦ ν ∈ R implies that σ ◦ τ1 ◦ ν ∈ R (for all ν ∈ A(a, x), σ ∈ A(y, c)), and so
τ1 ≡ τ2. Thus, τ1 ≡ τ2 if and only if τ1 ≈ τ2. Therefore, the categories A/≡ and A/≈
may be identified, and hence, A/≡ has finite hom-sets if and only if A/≈ has finite hom-
sets. By Theorem 4.1, with (A/≈)op = U , the latter condition is equivalent to R being a
composition-representative subset.

To see the equivalence of 1 and 2, given any pair of objects x, y of A and morphism
σ ∈ A(x, y), let S = { τ ∈ A(x, y) | τ ≡ σ } denote the ≡-class containing σ, now
regarded merely as a subset of A(x, y). The subset S will be shown to be composition-
representative. It will suffice, by Theorem 4.1, to show that S = N−1N (S), where N is
the functor given above with codomain category now denoted by A/≡. But, this follows
immediately by the definition of N and the transitivity of ≡. Since the congruence ≡
has finite index, for each pair of objects x, y of A, the finitely many ≡-classes partition
A(x, y). In particular, R ⊆

⋃
σ[σ] (σ ∈ A(a, c)) a finite union of such classes. Moreover,

if [σ]
⋂
R = ∅ for some σ ∈ A(a, c), then [σ] ⊆ R. In fact, suppose that γ ∈ [σ]

⋂
R. If

τ ∈ [σ], then τ ≡ γ by transitivity. Therefore, N (τ) = N (γ) ∈ N (R). Since the subset
R composition-representative, τ ∈ N−1N (R) = R. Thus, [σ] ⊆ R. This shows that R is
equal to the union of those (finitely many) classes [σ] for which [σ]

⋂
R = ∅.
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Conversely, suppose that R equals a finite union of ≡-classes each of which is a
composition-representative subset of A(a, c). Then as (easily follows from) the defini-
tion, or the next corollary shows, any finite union of composition-representative subsets
of A(a, c) is composition-representative. Hence, R is a composition-representative subset
and the syntactic congruence determined by R has finite index.

Recall, if X is any set, then an algebra of sets is any sub-Boolean algebra of the power
set Boolean algebra PX. Thus, an algebra of sets is any nonempty subset of PX which
is closed with respect to finite union and intersection, and complimentation. Given any
category A, the power set of each hom-set, PA(x, y), is a Boolean algebra. For notation,
let Cxy denote the subset of PA(x, y) consisting of all the composition-representative
subsets of A(x, y).

5.3. Corollary. For any pair of objects x, y of a category A, the subset Cxy of the
Boolean algebra PA(x, y) forms an algebra of sets. That is

1. Cxy is closed under finite unions;

2. Cxy is closed under finite intersections;

3. Cxy is closed under (relative) compliments.

Proof. To see 1 and 2, fix objects x, y and let R and S be composition-representative
subsets of A(x, y). For any object z of A, suppose that

⋃
Iz
Vi ×Wi is a z-splitting of

R and
⋃

Jz
Xj × Yj is a z-splitting of S. Then, as can be easily checked,

⋃
Iz∪Jz

{
Vi ×

Wi

}
∪

{
Xj × Yj

}
is a z-splitting for R ∪ S. Similarly,

⋃
Iz×Jz

{
Vi ∩ Xj

}
×

{
Wi ∩ Yj

}
is a z-splitting for R ∩ S. Hence, R ∪ S and R ∩ S are each composition-representative
subsets. Thus by induction, finite unions and intersections of composition-representative
subsets are composition-representative. Now to see 3. For any subsets R, S of A(x, y),
the relative compliment of R in S, S \ R, is equal to S

⋂
(A(x, y) \ R ). Using the result

2 above for finite intersections, it will suffice to show that the compliment A(x, y) \ R
is in Cxy whenever R is. Thus, let R be a composition-representative subset of A(x, y).
Using Corollary 5.2, partition A(x, y) into a finite union of ≡-classes, where ≡ is the finite
syntactic congruence on A determined by R. By the same corollary, each such ≡-class
is a composition-representative subset, and R is equal to a union over a certain subset
of those classes. Therefore the compliment, A(x, y) \ R, equals a finite union (over the
complimentary subset) of such classes. By the result 1 above for finite unions, A(x, y)\R
is a composition-representative subset.

The following corollary will show that composition-representability is a certain prop-
erty of a subset of morphisms R which gets inherited by the factor subsets of morphisms
of a b-splitting of R, for any object b. This is analogous to the situation over a base field
(as mentioned in the introduction) of a representative element f of the dual space A∗

of an associative algebra A, for which the corresponding element
∑

I gi ⊗ hi (I finite) of
A∗ ⊗ A∗ may be chosen so that each gi, hi are themselves representative.
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5.4. Corollary. Suppose that R is a composition-representative subset in a category
A. For any object b of A, the b-splitting of R may be chosen so that the factor subsets
are themselves composition-representative.

Proof. Let R be a composition-representative subset of A(a, c), b an object, and ≡
the finite syntactic congruence determined by R. Then, using the functor N :A → A/≡
given in the first half of the proof of Theorem 4.1, the second half of the same proof (with
∼ replaced by ≡ and F replaced by N op) shows that the b-splitting of R may be taken to
be Fb(R) =

⋃k
i=1[σi]× ( [σi] →r R ), where { [σi] | i = 1, . . . , k } represents the finite set of

≡-classes that partition A(b, c). Fix an index 1 ≤ j ≤ k. It will now be shown that [σj]
and [σj] →r R are each composition-representative subsets. Corollary 5.2 shows that the
congruence class [σj] is a composition-representative subset of A(b, c). Now consider the
subset [σj] →r R of A(a, b). More generally, for any subset J ⊆ A(b, c), it will be shown
that J →r R is a composition-representative subset of A(a, b). Set J−1S =

⋃
σ∈J σ

−1S
for any subset S of A(a, c). Then, the following identity holds

J →r R = A(a, b) \ J−1
(
A(a, c) \R

)
.

In fact by definition, τ ∈ J →r R if and only if for all σ ∈ J , σ ◦ τ ∈ R. Thus,
τ ∈ J →r R if and only if for all σ ∈ J , σ ◦ τ /∈ A(a, c) \ R. The latter is equivalent to
τ /∈ J−1(A(a, c) \ R ), which is equivalent to τ ∈ A(a, b) \ J−1

(
A(a, c) \ R

)
. Thus, the

equality in the display holds. By Corollary 5.3, A(a, c)\R is a composition-representative
subset. By Proposition 3.1, J−1

(
A(a, c)\R

)
is a finite union of composition-representitive

subsets, which by Corollary 5.3, is composition-representative. Then by the identity
above, and Corollary 5.3 one more time, J →r R is composition-representative. Therefore,
for each b, the b-splitting of R may be written as a finite union

⋃
Ib
Hi ×Ki, with Hi and

Ki composition-representative subsets for all i ∈ Ib.

Observe the following. The collection of all composition-representative subsets in a
category A can be used to generate a topology making A a topological category, that is
a category with a topology on each hom-set, whose composition map is a continuous. In
fact, Corollary 5.3 shows that the collection consisting of all composition-representative
subsets in a given category A may be regarded as constituting a base of open (and closed)
sets for a topology in (each hom-set of) A. Then given R, a member of the base of
open sets in A(a, c), and given an object b, consider the inverse image of R along the
composition map, that is Fb(R). By definition, Fb(R) =

⋃
Ib
Vi × Wi (with Ib finite).

Corollary 5.4 shows that each subset Vi, Wi may be chosen to be a member of the base of
open subsets. Hence each Vi ×Wi, and thus Fb(R) itself, is an open subset of the direct
product A(b, c) ×A(a, b), and composition is continuous.

6. A decomposition result for product categories

The concept of composition-representability will now be applied to the case of a category
which itself consists of the product of finitely many categories. By induction, it will suffice
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to establish the result for two categories A1 and A2. Recall that A1 × A2 denotes the
product category whose objects consist of pairs α = (a1, a2) of objects ai of Ai. Given an
object γ = (c1, c2), a morphism in (A1×A2)(α, γ) consists of a pair (σ1, σ2) of morphisms
σi in Ai(ai, ci). Composition (for composable pairs) and identity are given componentwise.

The proof of the next proposition is a general adaptation, using Theorem 4.1 above,
of the proof of a corresponding result (see [E]) characterizing recognizable subsets of
M ×N , where M and N are monoids. This result can also be considered an analogue of
the result (see [S]) for associative algebras A, B, over a base field, which asserts that the
vector spaces (A⊗ B)0 and A0 ⊗ B0 may be identified. (Recall, A0 denotes the space of
representative elements of the dual space A∗.)

6.1. Proposition. Let A1,A2 be categories and α, γ objects of A1 ×A2. Suppose that
R is a subset of (A1 ×A2)(α, γ). Then, the following are equivalent:

1. The set R is a composition-representative subset;

2. There exists a decomposition R =
⋃p

j=1B1j × B2j, where for each j, Bij is a
composition-representative subset of Ai(ai, ci) ( i = 1, 2 ).

Proof. First, to see that 1 implies 2, choose objects α = (a1, a2), γ = (c1, c2) of A1×A2,
and let R be a composition-representative subset of (A1 × A2)(α, γ). By Theorem 4.1,
there exists a category U with finite hom-sets and a (contravarient) functor F :A1×A2 →
U , such that R = F−1F(R). Now for each i = 1, 2, define a (contravarient) functor
Hi:Ai → U , by the following: Let xi, yi be objects of Ai. Set H1(x1) = F(x1, a2),
H2(x2) = F(c1, x2), and for any morphism r ∈ A1(x1, y1), set H1(r) = F(r, 1a2), and for
any morphism s ∈ A2(x2, y2), set H2(s) = F(1c1 , s). The verification that each Hi is a
functor is immediate. Hence, there exists a (contravarient) functor H:A1×A2 → U , with
H = H1 ×H2. For notation, let Ui denote the finite set U

(
Hi(ci),Hi(ai)

)
(i = 1, 2), and

define the following (finite) subset of U1 × U2

E = { (ν1, ν2) | νi ∈ Ui (i = 1, 2), and ν1 ◦ ν2 ∈ F(R) }.

Observe that the following condition holds: ρ = (r, s) ∈ R if and only if H(ρ) ∈ E . In
fact by the definition of H, H(ρ) = (H1(r),H2(s)) and

H1(r) ◦ H2(s) = F(r, 1a2) ◦ F(1c1 , s) = F
(
(1c1 , s) ◦ (r, 1a2)

)

= F(r, s) = F(ρ).

Thus, H(ρ) is an element of E if and only if F(ρ) is an element of F(R), that is if and
only if ρ is an element of F−1F(R) = R. Therefore, with ν = (ν1, ν2)

R = H−1(E) =
⋃
ν∈E

H−1{ (ν1, ν2) } =
⋃
ν∈E

H−1
1 { ν1 } ×H−1

2 { ν2 },
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a finite union. Now by Theorem 4.1, each H−1
i { νi } is a composition-representative subset

of Ai(ai, ci) for all νi, where i = 1, 2.
Conversely, let objects α, γ be given as above. Since, by Corollary 5.3, a finite union of

composition-representative subsets is a composition-representative subset, it will suffice to
let B = B1×B2 a subset of (A1×A2)(α, γ), where each Bi is a composition-representative
subset of Ai(ai, ci) (i = 1, 2). Then for any object β = (b1, b2) and morphism σ = (σ1, σ2)
of (A1 ×A2)(β, γ), it is easy to verify that σ−1B = σ−1

1 B1 × σ−1
2 B2. Hence

{
σ−1B | σ ∈ (A1 ×A2)(β, γ)

}
=

{
σ−1

1 B1 × σ−1
2 B2 | σi ∈ Ai(bi, ci), i = 1, 2

}
.

By hypothesis, for each i, the set of translates {σ−1
i Bi | σi ∈ Ai(bi, ci) } is finite. Thus,

the right side of the display is finite and therefore so is the left. By Proposition 3.1, B is
a composition-representative subset.

7. Application: Algebraic theories and recognizable forests

Classically, a recognizable forest, as given in [GS], is a specific set of trees in a graded
set Ω of n-ary (0 ≤ n) operations. Such forests consist of trees which are accepted by
a certain finite state machine. The acceptability of a tree is then defined in terms of
certain conditions imposed on the image of the unique map from the initial Ω-algebra to
a prescribed finite Ω-algebra. More recently, a categorical interpretation of a recognizable
forest, by way of algebraic theories, was given in [BK],[R2],[R3]. This method involves,
in part, the theory of categories enriched in certain bicategories and a specific pair (I, T )
consisting of an initial, and a terminal, bimodule. In this framework, a recognizable forest
consists of those trees which arise as the elements of (a value of) the composite bimodule
I ◦ T . On the other hand, [BG] studied recognizable tree series. In that work, the set
M of all Ω-trees was taken as the initial Ω-algebra. Then, over a base field F , a certain
(proper) subspace of the space of “representative” elements of (FM)∗ = HomF (FM,F ),
where FM (the vector space withM as a basis) is taken as the initial linear Ω-algebra, was
considered. The elements of that subspace are the recognizable tree series. A recognizable
tree series may also be regarded as a generalization of a recognizable forest in that weights,
other than 0 or 1, are allowed as coefficients (or values) of the trees. These tree series
were then characterized as those linear functionals having a certain finite-dimensional
space of translates, or equivalently, those that annhilate an ideal of FM having finite
codimension, or equivalently, those that factor through a finite-dimensional Ω-algebra.
This situation is reminiscent of the characterizations given in, say, [A],[Mo] for A0 with A
an associative algebra. By analogy, Theorem 7.3 will provide similar characterizations for
a recognizable forest, and in Corollary 7.4, a simple “representative-like” characterization
for such a forest will be given.

To give a categorical characterization of a recognizable forest, or equivalently, of a rec-
ognizable tree series with coefficients from the Boolean semi-ring B, results from previous
sections will now be applied to the special case in which the category A is taken to be
an algebraic theory T (see [BK],[C],[EW],[Law]). Thus, T is a certain category whose
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objects are the finite sets [n] = { 1, . . . , n }, n = 0, 1, . . ., and in which the (skeleton of the)
category of finite sets (and maps) is a subcategory. Note, [0] = ∅ is initial [1] is terminal,
and coproduct is disjoint union with [m] the m-fold coproduct of [1] for all 0 ≤ m. The
n-ary (0 ≤ n) operations of the theory are the morphisms [1] → [n] of T . In general, for
any 0 ≤ m,n, a morphism [m] → [n] of T consists of an m-cotuple [σ1, . . . , σm] (induced
by the coproduct) of n-ary operations σi: [1] → [n].

Let Set denote the category of sets and maps. A T -algebra is a product preserving
functor G: T op → Set. Thus G([1]) = A is a set, and for 0 ≤ n, G([n]) = An. Whenever
ψ: [1] → [n] is an n-ary operation of T , ψA = G(ψ):An → A will denote the corresponding
n-ary operation in A. Further, given any m-cotuple morphism [τ1, . . . , τm]: [m] → [k] in
T , G([τ1, . . . , τm]) = (Gτ1, . . . ,Gτm):Ak → Am is the unique corresponding m-tuple map
induced by the m maps G(τi):A

k → A (0 ≤ k,m). Since G is product preserving, if an
n-ary operation is the jth (coproduct) injection ιj: [1] → [n], then G(ιj) = πj:A

n → A is
the jth (product) projection.

A morphism of T -algebras is a natural transformation between corresponding functors.
Thus given T -algebras F and G with F([1]) = A, G([1]) = B, say, a morphism from F to
G is a family of component maps η[m]:A

m → Bm (0 ≤ m) such that whenever τ : [j] → [k]
in T , then η[j] ◦ F(τ) = G(τ) ◦ η[k] holds for all 0 ≤ j, k. Given 1 ≤ k, each component
η[k] is determined by the component η[1]. In fact, by taking τ = ιi: [1] → [k] (coproduct
injection), then η[1] ◦ πi = πi ◦ η[k]. It follows that a T -algebra morphism (from F to
G) can equivalently be described by a map η:A → B such that η (ψA(a1, . . . , an)) =
ψB(η a1, . . . , η an), for all n-ary operations ψ: [1] → [n] of T (0 ≤ n), and ai ∈ A. With
composition taken as (vertical) composition of natural transformations, and identity the
identity natural transformation, there results the category of T -algebras.

7.1. Definition. Given an algebraic theory T , the set of trees is the set of all morphisms
[1] → [0] in T , that is the hom-set T

(
[1], [0]

)
. A forest is any subset of T

(
[1], [0]

)
.

What are referred to here as trees are also called terms in [BK],[R2],[R3]. As is shown
in [EW], the set T

(
[1], [0]

)
is (a realization of) the free T -algebra on [0], that is the initial

object in the category of T -algebras. In particular, suppose that ψ: [1] → [n] is an n-ary
(0 ≤ n) operation in T . Then, denoting by ψT the corresponding n-ary operation in
T

(
[1], [0]

)
, and given n elements νi of T

(
[1], [0]

)
, the n-cotuple [ν1, . . . , νn]: [n] → [0] is

a morphism in T and the corresponding element ψT (ν1, . . . , νn) of T
(
[1], [0]

)
is given by

the composite
ψT (ν1, . . . , νn) = [ν1, . . . , νn] ◦ ψ. (3)

The universal property follows from the observation that given any T -algebra A, there
exists a unique T -algebra morphism given by the map

η: T
(
[1], [0]

)
→ A, σ �→ σA,

where σA:A0 → A1 is (identified with) the corresponding element of A.
The following definition of a recognizable forest is the characterization given in [GS,

p.95] of the formal definition of a recognizable forest as given previously in [GS, p.60].
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7.2. Definition. A subset R of T
(
[1], [0]

)
is a recognizable forest if there exists a

finite T -algebra A such that the unique T -algebra morphism η: T
(
[1], [0]

)
→ A satisfies

R = η−1η(R).

The next Theorem will provide a connection between, algebraic theories, composition-
representability, and theoretical computer science via recognizable forests. Using certain
bicategories called quantaloids and the corresponding quantaloidal nuclei [R1],[R2],[R3],
along with concepts of bimodules for a category enriched in a bicategory [BK], an entirely
different treatment of a connection between recognizable forests and algebraic theories
was given. Also, a check shows that the syntactic congruence ≡ determined by a forest
B, say, is the same as the congruence arising from the syntactic nucleus jB as given by
Rosenthal [R2, p.204],[R3, p.294]. Then as the following will show, this congruence is
of finite index if and only if the forest B is composition-representative, or equivalently,
recognizable.

7.3. Theorem. For any subset R of T
(
[1], [0]

)
, the following are equivalent:

1. The subset R is a composition-representative subset, equivalently, the syntactic cat-
egory determined by R is finite;

2. The set R is a recognizable forest.

Proof. First, observe that the equivalence stated in hypothesis 1 is given by Corollary 5.2
in the special case when A = T . To show 1 implies 2, suppose that R is a composition-
representative subset of T

(
[1], [0]

)
. Therefore by Theorem 4.1, there exists a category

U with finite hom-sets and a (full) functor F : T op → U with R = F−1F(R). Set B =
U

(
F([0]),F([1])

)
, a finite set. Then, B gets converted into a finite T -algebra as follows.

Define a functor G: T op → Set on objects by G([n]) = Bn, for all 0 ≤ n. Given an
m-cotuple morphism ψ = [ψ1, . . . , ψm]: [m] → [n], define G(ψ):Bn → Bm as the m-tuple
map (Gψ1, . . . ,Gψm) uniquely induced by the m maps G(ψi):B

n → B, which themselves
remain to be defined. Thus, for any ψ: [1] → [n], write ψB = G(ψ) and define such a map
ψB:Bn → B by the following (since F is full, each morphism in B is of the form Fν for
some ν: [1] → [0])

ψB(Fν1, . . . ,Fνn) = F([ν1, . . . , νn] ◦ ψ), (4)

for all Fνi ∈ B, 1 ≤ i ≤ n, with ψB = Fψ for n = 0. In particular, if ιj: [1] → [n] is the
jth (coproduct) injection, then one checks that G(ιj) = πj is the jth (product) projection.
A check also shows that if ψ: [m] → [n] and ϕ: [n] → [p], then G(ϕ ◦ ψ) = G(ψ) ◦ G(ϕ) for
0 ≤ m,n, p, and, that G preserves identity. Therefore, G is a product preserving functor
and B, with this structure, is a (finite) T -algebra. Recall from above that T

(
[1], [0]

)
is

a T -algebra. Now by regarding the functor F as a map of the corresponding morphism
sets, F : T

(
[1], [0]

)
→ B defines a T -algebra morphism. In fact, by displays (3) and (4)

F(ψT (ν1, . . . , νn)) = F([ν1, . . . , νn] ◦ ψ) = ψB(Fν1, . . . ,Fνn),
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for all n-ary ψ: [1] → [n] (0 ≤ n) and elements νi ∈ T
(
[1], [0]

)
with 1 ≤ i ≤ n. Thus, R is

a recognizable forest.
To show 2 implies 1, let R be a recognizable forest and A a finite T -algebra with

η: T
(
[1], [0]

)
→ A the unique T -algebra morphism such that R = η−1η(R). Suppose

that G: T op → Set, G([1]) = A, is a (product preserving) functor providing the T -
algebra structure on A. Thus, for each 0 ≤ n, G([n]) = An is a finite set. Consider
the full subcategory S0 of Set having as objects the sets An for 0 ≤ n. The functor
G factors through the inclusion functor (S0 ⊆ Set) as T op → S0 ⊆ Set, and the co-
restricted functor (G with its codomain restricted) will coninue to be denoted by G. That
is, G: T op → S0, where S0 is a category with finite hom-sets. Now regard G as a map
of corresponding morphism sets and then restrict it (again with the same name) to the
hom-set T

(
[1], [0]

)
. Thus write G: T

(
[1], [0]

)
→ A, where the set A is being identified

with the hom-set S0(A
0, A1). Then, by display (3) and since G preserves the (categorical)

product in T op

G(ψT (ν1, . . . , νk)) = G([ν1, . . . , νk] ◦ ψ) = G(ψ) ◦ G([ν1, . . . , νk])

= ψA(Gν1, . . . ,Gνk),

for all k-ary ψ: [1] → [k] (0 ≤ k) and elements νi ∈ T
(
[1], [0]

)
with 1 ≤ i ≤ k. Thus when

so restricted, G: T
(
[1], [0]

)
→ A is a T -algebra morphism which, by uniqueness, must be

equal to η. Hence R = G−1G(R) and, by Theorem 4.1, R is a composition-representative
subset.

Recall, for any 0 ≤ m, [m] is the m-fold coproduct of [1]. Thus for 0 ≤ m,n, the
following map may be regarded as an identification

T
(
[m], [n]

)
→

(
T

(
[1], [n]

))m

, [σ1, . . . , σm] �→ (σ1, . . . , σm), (5)

where each σi: [1] → [n]. Then by way of this identification, any subset of T
(
[m], [0]

)
can

be canonically identified with a subset of m-tuples of trees. The following corollary will
now provide an explicit formulation for the characterization of a recognizable forest as a
composition-representative subset.

7.4. Corollary. A subset R of T
(
[1], [0]

)
is a recognizable forest if and only if for

each 0 ≤ m there exists a finite set of subsets Vi of T
(
[m], [0]

)
and Wi of T

(
[1], [m]

)
,

such that R =
⋃
Vi ◦Wi and, whenever α ◦ β is in R there exists an index j such that α

is in Vj and β in Wj. Moreover, each Vi may be taken to be the ≡-class [σi], and Wi the
corresponding subset [σi] →r R, where ≡ is the finite syntactic congruence determined by
R, and {[σi]} forms the finite set of ≡-classes that partition T

(
[m], [0]

)
.

Proof. Let R be a subset of T
(
[1], [0]

)
. By the previous theorem, R is a recognizable

forest if and only if it is a composition-representative subset. Therefore by definition, for
any object [m] of T (0 ≤ m), there exist finitely many factor subsets Vi of T

(
[m], [0]

)
and

Wi of T
(
[1], [m]

)
such that F[m](R) =

⋃
Vi ×Wi. By Theorem 4.1, the subsets Vi and Wi

may be chosen to have the form asserted above.
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Observe, by the comment following Theorem 4.1, there is an alternate form for the
factor sets Vi and Wi occuring in the above corollary. That is, each Vi can be taken as
[κi] →l R, and Wi as [κi], where {[κi]} represents the finite set of ≡-classes that partition
T

(
[1], [m]

)
.

A characterization for the composition-representative subsets of T
(
[m], [n]

)
will now

be given.

7.5. Corollary. Let 0 ≤ n. If 1 ≤ m, a subset R of T
(
[m], [n]

)
is a composition-

representative subset if and only if R can be (canonically) identified with a set of the form⋃p
i=1Bi1×· · ·×Bim, where for each i, Bij ( j = 1, . . . ,m ) is a composition-representative

subset of T
(
[1], [n]

)
. If in this case n = 0 and 1 ≤ m, then each Bij is a recognizable forest.

Finally, if m = 0 ( 0 ≤ n ) then every subset of T
(
[0], [n]

)
is a composition-representative

subset.

Proof. For the last statement, if m = 0 the only subsets of T
(
[0], [n]

)
are ∅, and

T
(
[0], [n]

)
itself, each of which are composition-representative subsets. Now let 1 ≤ m.

By display (5), R can be canonically identified with a subset of the product
(
T

(
[1], [n]

))m
,

the hom-set of a corresponding product category. The first statement now follows from
Proposition 6.1 by induction on m, and the second from Theorem 7.3.

One final observation can now be made. By using right translates in an argument
similar to that given in the proof of Corollary 5.4, for any subset J of T

(
[1], [m]

)
and

recognizable forest R in T
(
[1], [0]

)
, it can be shown that J →l R is a composition-

representative subset of T
(
[m], [0]

)
. By Corollary 7.5, J →l R may then be identified

with a finite union of m-fold cartesian products of recognizable forests. In the special
case when J = {ψ}, a singelton m-ary operation of T , {ψ} →l R is such a finite union,
uniquely determined by R and ψ. Thus, for each m-ary operation ψ: [1] → [m] of T
(0 ≤ m), {ψ} →l (·) may be regarded as a non-deterministic m-ary “co-operation” on the
set consisting of all recognizable forests.
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