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A∞-MORPHISMS WITH SEVERAL ENTRIES

VOLODYMYR LYUBASHENKO

Abstract. We show that morphisms from n A∞-algebras to a single one are maps
over an operad module with n+ 1 commuting actions of the operad A∞, whose algebras
are conventional A∞-algebras. The composition of A∞-morphisms with several entries
is presented as a convolution of a coalgebra-like and an algebra-like structures. Under
these notions lie two examples of Cat-operads: that of graded modules and of complexes.

It is well-known that operads play a prominent part in the study of A∞-algebras. In
particular, A∞-algebras in the conventional sense [Sta63] are algebras over the dg-operad
A∞, a resolution (a cofibrant replacement) of the dg-operad As of associative non-unital
dg-algebras. Here and elsewhere in this article an operad is a non-symmetric operad
unless it is called symmetric. More generally, there is an approach to homotopy algebras
over an operad O as algebras over cofibrant dg-resolution P of this operad [Mar00].

The question arises about morphisms of homotopy algebras, the class of morphisms
of P-algebras being too narrow. A possible solution [Lyu11] is to consider a bimodule F
over P and to define homotopy morphisms as “maps” (analogue of “algebras”) over F , a
cofibrant dg-resolution of the bimodule describing O-algebra morphisms. Composition of
homotopy morphisms arises as convolution of a coalgebra structure on F and the algebra
hom. Practically the same notion called co-ring over an operad was a starting point of
research by Hess, Parent and Scott [HPS05].

In the present article we study multicategory of homotopy algebras (when there is
one, e.g. of A∞-algebras). Let V be a bicomplete closed symmetric monoidal category.
We are mostly interested in the category of complexes V = dg. A related choice is the
category of graded modules V = gr. We use also the closed category of essentially small
categories. For any V-multicategory C and any object X of C we can produce a V-op-
erad End X, (End X)(n) = C(X, . . . , X︸ ︷︷ ︸

n

;X) = C(nX;X). Similarly given objects X1, . . . ,

Xn, Y of a symmetric V-multicategory C we can consider the operad V-polymodule (the
n ∧ 1-operad module) P = hom(X1, . . . , Xn;Y ). By definition, P = (P(j))j∈Nn , where

P(j) = C
(
(j
i
Xi)

n
i=1;Y

)
(the argument Xi is repeated ji times). The collection P carries

commuting left actions of operads End Xi, i ∈ n, and right action of End Y . Formalis-
ing properties of these actions we write down the definition of an n ∧ 1-operad module
over operads A1, . . . , An, B. When a collection (Fn)n>0 of n ∧ 1-operad modules over
an operad A is given we may consider a multicategory-to-be whose objects are A-alge-
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bras in C (objects A of C with a morphism of operads A→ End A) and multimorphisms
A1, . . . , An → B are morphisms of n ∧ 1-operad modules Fn → hom(A1, . . . , An;B) with
respect to morphisms of operads A→ End A1, . . . , A→ End An, A→ End B. To provide
multicategory compositions we equip the collection (Fn)n>0 with a coassociative comul-
tiplication, making it into a polymodule cooperad. Convolution of this comultiplication
and the composition in C gives a composition in the multicategory of A-algebras under
construction.

We consider an A∞-polymodule cooperad F = (Fn)n>0 responsible for morphisms
with several arguments f : A1, . . . , An → B of A∞-algebras writing explicit formulas.
This cooperad is easy to construct due to absence of signs in expressions and also since
degrees of generators are 0.

In a sequel to this paper we shall consider three more examples of polymodule cooper-
ads. The first is A∞-polymodule cooperad F = (Fn)n>0, which is a cofibrant dg-resolution
of As-polymodule cooperad responsible for composition in multicategory of non-unital as-
sociative algebras. This is a signed counterpart of A∞-polymodule cooperad F , studied in
the present article. Notice that A∞ and A∞ (resp. F and F) are “isomorphic” via an in-
vertible homomorphism of operads changing degrees. The second is the homotopy unital
version F hu of F , which is an Ahu

∞-polymodule cooperad for the operad Ahu
∞ of homotopy

unital A∞-algebras. At last, the third one is the Ahu
∞-polymodule cooperad Fhu, which

is a cofibrant dg-resolution of As1 -polymodule cooperad responsible for composition in
multicategory of unital associative algebras. The second and the third examples are “iso-
morphic” via an invertible homomorphism changing degrees. They are responsible for
morphisms and their composition in the multicategory of homotopy unital Ahu

∞-algebras
(resp. Ahu

∞-algebras).
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We assume that all modules are graded modules over a commutative ring. A lot of
signs disappear due to chiral system of notations, see Section 1.1: we use right operators,
homogeneous elements of the right homomorphism object in closed symmetric monoidal
category of graded modules. We recall basic features of operads in Section 1.2, describe
trees which we use in Section 1.6. A∞-algebras and the related operad A∞ are recalled
in Example 1.9. The approach to A∞-algebras and A∞-morphisms via tensor coalgebras
with cut comultiplication is reviewed in Sections 1.10–1.11.

The categorical basement to constructions in this article is the notion of Cat-multicate-
gories and (co)lax Cat-multifunctors, developed in Section 2. A new notion of multinatural
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transformation of lax Cat-multifunctors is proposed in Definition 2.3. The main examples
of Cat-operads relevant to this article are Cat-operad G of graded modules and Cat-operad
DG of differential graded modules introduced in Section 2.6. Lax Cat-multifunctors 1→ V
are identified with V-operads in Section 2.10. One of the main objects of study, operad
polymodule, or n ∧ 1-operad module, or Nn-indexed collection of objects of V with n
left actions and one right action of operads (all commuting) is defined also as a lax Cat-
multifunctor Ln → V in Definition 2.12. In particular, for V = dg we study the category

nOp1 of n ∧ 1-operad modules. Using Crude Tripleability Theorem [BW05, Section 3.5]
we prove that the comparison functor for the underlying functor U : nOp1 → dgnNtN

ntN

is an isomorphism of categories (Proposition 2.19).
Some pushouts of n ∧ 1-operad modules are computed in Section A.8. Starting with

a symmetric V-multicategory C we construct in Section 2.21 a lax Cat-multifunctor hom,
which to a sequence (Ai)i∈I , B of objects of C and a vector (ni)i∈I ∈ NI assigns a complex
hom((Ai)i∈I ;B)((ni)i∈I) = C

(
(n
i
Ai)i∈I ;B

)
equipped with compositions coming from C. A

Cat-multicategory M whose objects are operads and categories of morphisms are that of
operad polymodules is constructed in Section 2.22. One product ~G it inherits from the
Cat-operad G and we describe the right and the left actions of operads on this product.
Another product ~M, quotient of ~G, is the tensor product over right and left actions of
operads.

The n ∧ 1-operad module hom is revisited in Section 3.1. In Proposition 3.4 we
construct differential graded A∞-polymodules Fn.

In Section 4 we equip a collection of n ∧ 1-operad modules Fn, n > 0, with comul-
tiplication turning it into a polymodule cooperad. First we write comultiplication ∆G

for (A∞, F•) which turns it into a graded polymodule cooperad (Proposition 4.10). In
Proposition 4.13 we show that comultiplication ∆M targeted at ~M instead of ~G makes
(A∞, F•, ∆

M) into a dg-polymodule cooperad. This comultiplication encodes composition
in the multicategory of A∞-algebras.

In Appendix A we represent certain colimit in the category of T -algebras for a monad
T : C→ C via a colimit in C. This result is used to find some colimits of operad modules.

Acknowledgement. The author is grateful to the referee whose valuable suggestions
reshaped the article. During work on the project the author was supported by project
01-01-14 of NASU.

1. Preliminaries

Here we describe notations, recall some notions and results needed in the following parts
of the article.

1.1. Notations and conventions. We denote by N the set of non-negative integers
Z>0.

Let V = (V,⊗,1) be a complete and cocomplete closed symmetric monoidal category
with the right inner hom V(X, Y ). For instance, it can be the category k-mod for a ground
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commutative ring k. Tensor product ⊗k will be denoted simply ⊗. Other possibilities
for V include the category of (differential) graded k-modules denoted gr (resp. dg). In
this case we denote the right homomorphism objects by gr(X, Y ) (resp. dg(X, Y )) for
(differential) graded k-modules X, Y . The differential graded setting will be the main
application. When a k-linear map f is applied to an element x, the result is typically
written as x.f = xf . The tensor product of two maps of graded k-modules f , g of certain
degree is defined so that for elements x, y of arbitrary degree

(x⊗ y).(f ⊗ g) = (−1)deg y·deg fx.f ⊗ y.g.

In other words, we follow the Koszul rule imposed by the symmetry. Composition of

homogeneous k-linear maps X
f−→ Y

g−→ Z is usually denoted f · g = fg : X → Z. For
other types of maps composition is often written as g ◦ f = gf .

We assume that each set is an element of some universe. This universe is not fixed
through the whole article. Assume given two universes U ∈ U ′. Sets in bijection
with some element of U (resp. U ′) are called small (resp. large) sets. For instance,
the category of categories Cat means the category of large, locally small categories for
universes U ∈ U ′. These universes are used tacitly, without being explicitly mentioned.

We consider the category of totally ordered finite sets and their non-decreasing maps.
An arbitrary totally ordered finite set is isomorphic to a unique set n = {1 < 2 < · · · < n}
via a unique isomorphism, n > 0. Functions of totally ordered finite set that we use in
this article are assumed to depend only on the isomorphism class of the set. Thus, it
suffices to define them only for skeletal totally ordered finite sets n. The full subcategory
of such sets and their non-decreasing maps is denoted Osk.

Whenever I ∈ ObOsk, there is another totally ordered set [I] = {0} t I containing I,
where element 0 is the smallest one. Thus, [n] = [n] = {0 < 1 < 2 < · · · < n}.

Let (I,6), (Xi,6), i ∈ I, be partially ordered sets. When
⊔
i∈I Xi is equipped with

the lexicographic order it is denoted
⊔
< i∈I Xi. Thus (i, x) < (j, y) iff i < j or (i = j and

x < y ∈ Xi).
The list A, . . . , A consisting of n copies of the same object A is denoted nA.
For any graded k-module M denote by sM = M [1] the same module with the grading

shifted by 1: M [1]k = Mk+1. Denote by σ : M → M [1], Mk 3 x 7→ x ∈ M [1]k−1 the
“identity map” of degree deg σ = −1.

1.2. Operads. Category VN of collections (W(n))n∈N of objects of V is equipped with
the composition tensor product �:

(U�W)(n) =

k>0∐
n1+···+nk=n

U(n1)⊗ · · · ⊗ U(nk)⊗W(k).

The unit object 1 has 1(1) = 1, and 1(n) = 0 is the initial object of V for n 6= 1.
A (non-symmetric) V-operad O is a monoid in (VN,�), say (O, µ : O � O → O, η :

1→ O). Multiplication consists of substitution compositions

µ : O(n1)⊗ · · · ⊗ O(nk)⊗ O(k)→ O(n1 + · · ·+ nk) (1.1)
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(one for each k-tuple (n1, . . . , nk) ∈ Nk, k ∈ N), with a two-sided unit η ∈ V(1,O(1)) –
the identity operation.

1.3. Example. For any object X ∈ V there is the V-operad End X of its endomorphisms.
It has (End X)(n) = V(X⊗n, X). Here V is the category enriched in V due to closedness
of (V,⊗).

1.4. Definition. An algebra X over a V-operad O is an object X together with a mor-
phism of operads O→ End X (morphism of monoids in VN).

1.5. Example. The dg-operad As is the k-linear envelope of the Set-operad as , whose
algebras are semigroups without unit (as(0) = ∅ and as(n) is a singleton for all n > 0).
They have As(0) = 0 and As(n) = k for n > 0. As-algebras are associative differential
graded k-algebras without unit.

Similarly, the Set-operad as1 of semigroups with a unit (as1 (n) is a singleton for all
n > 0) has the k-linear envelope – the dg-operad As1 with As1 (n) = k for all n > 0.
Clearly, As1 -algebras are associative unital differential graded k-algebras.

1.6. Trees. A rooted tree t can be defined as a parent map Pt : E(t) → E(t), where
E(t) is a finite set (of oriented edges), such that | Im(P k

t )| = 1 for some k ∈ N. The
only element r ∈ Im(P k

t ) is called the root edge. An oriented graph without loops G is
constructed out of P , whose set of edges (arcs) is E(t). For any edge a which is not a root
edge the head of a is glued with the tail of Pa. This defines an equivalence relation on the
set of heads and tails of edges from E(t). Equivalence classes are vertices of G. The set of
all vertices is denoted V (t). It consist of tails of all edges plus the head of the root edge.
The tail rv of the root edge is called the root vertex. Since G is a connected graph, whose
number of edges is one less than the number of vertices, it is a tree. There is also the
parent map P : v(t)→ V (t), tail(e) 7→ head(e), where v(t) = V (t)−{head of root edge}.

Thus the rooted tree is oriented towards the head of the root edge. There is a partial
ordering on V (t) t E(t), namely, u 4 v iff v lies on the oriented path connecting u with
the head of the root edge. Thus the head of the root edge is the biggest element. For
each vertex p ∈ V (t) denote by in(p) the set of edges entering p (those whose head is p).
The non-negative number |p| = | in(p)| is called arity (=input semi-degree) of the vertex
p. Denote by inV(p) the set of tails of edges from in(p).

Let Lv(t) denote the set of leaf vertices, minimal vertices with respect to 4. It is in
bijection with the set Le(t) of leaf edges, minimal elements of (E(t),4). Leaf vertices are
precisely tails of leaf edges.

1.7. Definition. A rooted tree with inputs is a rooted tree t with a chosen subset (of
input edges) Inp(t) of the set Le(t). The set of input vertices Inpv(t) ∼= Inp(t) is the set
of tails of input edges. The set of internal edges is defined as e(t) = E(t) − (Inp(t) ∪
{root edge}). It is smaller by one element than the set of internal vertices v(t) = V (t)−
Inpv(t)−{head of the root edge}. A planar rooted tree is a rooted tree with a chosen total
ordering l of the set of incoming edges for each vertex. The set of vertices of a planar
rooted tree t is equipped with canonical ordering denoted P. By definition xC y if either
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x ≺ y or x′ l y′ in inV(z), where x → x1 → · · · → x′ → z ← y′ ← · · · ← y1 ← y
are oriented paths beginning at x and y and merging at some z. An ordered tree is a
planar rooted tree equipped with a total ordering 6 of the set v(t) of internal vertices such
that for any two internal vertices x, y the inequality x 4 y implies x 6 y. A strongly
ordered tree is a planar rooted tree equipped with a total ordering 6 of the set v(t) such
that Inpv t < v(t) and the restriction of the ordering to v(t) is an ordered tree.

Any ordered tree extends canonically to a strongly ordered tree with (v(t),6) =
(Inpv t,P)

⊔
< (v(t),6). From now on unless otherwise stated a tree means an ordered tree

canonically extended to a strongly ordered tree.
So introduced trees differ from the trees used in [Lyu14] precisely by the added root

edge. This allows to use with some care the constructions and notations of [loc. cit.].
Thus, the set tr of (isomorphism classes of) planar rooted trees with inputs is partitioned
into tr(n), trees with n > 0 inputs. For each tree t ∈ tr there is an operation of substituting
trees into internal vertices:

It :
∏
p∈v(t)

tr |p| → tr(Inp t)

which takes a family (tp)p∈v(t) with | Inp tp| = |p| to the tree It(tp | p ∈ v(t)) = I(t; (tp)p∈v(t))
obtained from t by replacing each internal vertex p ∈ v(t) with the tree tp. The collection
(t; (tp)p∈v(t)) is called a 2-cluster tree, see [Lyu14, Definition 3.19]. The details become
clear from the following example.

1.8. Example. Consider trees

t =

1 s
2 s
3 s s4
5 s , t1 = s , t2 = t3 = |, t4 =

s ss , t5 =
s s .

Then

τ = It(t1, t2, t3, t4, t5) =

s ss ss s .

Introduce the notation

t(n1, . . . , nk) = (n1 + · · ·+ nk
g−→ k

.−→ 1) =
n1 s s snks k

,

where g−1(j) ∼= nj for all j ∈ k, Inp t(n1, . . . , nk) = n1 + · · ·+ nk.

1.9. Example. There is a dg-operad A∞, freely generated as a graded operad by n-ary
operations bn of degree 1 for n > 2. The differential is defined as

bn∂ = −
1<p<n∑
j+p+q=n

(1⊗j ⊗ bp ⊗ 1⊗q) · bj+1+q.
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1.10. Tensor coalgebra. The tensor k-module of A[1] is T (A[1]) = ⊕n>0T
n(A[1]) =

⊕n>0A[1]⊗n. Multiplication in an A∞-algebra A is given by the operations of degree +1

bn : T n(A[1]) = A[1]⊗n → A[1], n > 1.

Recall that k-linear maps are composed from left to right. Operations bn have to
satisfy the A∞-equations, n > 1:∑

r+k+t=n

(1⊗r ⊗ bk ⊗ 1⊗t)br+1+t = 0 : T n(A[1])→ A[1].

Tensor k-module T (A[1]) has a coalgebra structure: the cut comultiplication

∆(x1 ⊗ x2 ⊗ · · · ⊗ xn) =
n∑
k=0

x1 ⊗ · · · ⊗ xk
⊗

xk+1 ⊗ · · · ⊗ xn.

An A∞-structure on a graded k-module A is equivalent to b2 = 0, where b : T (A[1])→
T (A[1]) is a coderivation of degree +1 given by the formula

b =
∑

r+k+t=n

1⊗r ⊗ bk ⊗ 1⊗t : T n(A[1])→ T (A[1]), b0 = 0.

In particular, b∆ = ∆(1⊗ b+ b⊗ 1).

1.11. Homomorphisms with n arguments. A∞-morphisms with several arguments
f : A1, . . . , An → B are defined as augmented dg-coalgebra morphisms

f̂ : T (A1[1])⊗ · · · ⊗ T (An[1])→ T (B[1]).

Here both augmented graded coalgebras (C,∆, ε, η) are of the form (k ⊕ C̄,∆(x) = 1 ⊗
x+ x⊗ 1 + ∆̄(x) ∀x ∈ C̄, pr1, in1), where the non-counital coassociative coalgebra (C̄, ∆̄)
is conilpotent (cocomplete [LH03, Section 1.1.2], [Kel06, Section 4.3]). Thus (C̄, ∆̄) is
identified with a T>1-coalgebra [BLM08, Proposition 6.8], see also Proposition 4.6 of
the current article. In the category of such augmented graded coalgebras the target
k⊕T>1(B[1]) is cofree, see Corollary 4.7, hence, augmented graded coalgebra morphisms
f̂ are in bijection with the degree 0 k-linear maps

f : T (A1[1])⊗ · · · ⊗ T (An[1])→ B[1],
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whose restriction to T 0(A1[1])⊗ · · · ⊗ T 0(An[1]) ' k vanishes. The morphism f̂ will be a
chain map, f̂ b = bf̂ , if and only if

n∑
q=1

c>0∑
r+c+t=`q

[
⊗i∈nT `isAi

1⊗(q−1)⊗(1⊗r⊗bc⊗1⊗t)⊗1⊗(n−q)

→

T `
1

sA1 ⊗ · · · ⊗ T `
q−1

sAq−1 ⊗ T r+1+tsAq ⊗ T `
q+1

sAq+1 ⊗ · · · ⊗ T `
n

sAn
f`−(c−1)eq→ sB

]
=

k>0∑
j1,...,jk∈Nn−0
j1+···+jk=`

[
⊗i∈nT `isAi

∼→ ⊗i∈n ⊗p∈kT jipsAi

∼→ ⊗p∈k ⊗i∈nT jipsAi
⊗p∈kfjp→ ⊗p∈k sB bk→ sB

]
. (1.2)

2. Cat-multicategories

In this section we describe the categorical background to the main subject of morphisms
with several entries.

Let S be a set, S∗ = tn>0S
n. There is a functor >>S : CatS

∗×S → CatS
∗×S,

(>>SP )(X1, . . . , Xn;Y ) =
∐

t∈tr(n)

∐
Z:e(t)→S

∏
v∈v(t)

P (Zin(v);Zou(v)),

where ou : v(t)→ E(t) assigns to an internal vertex v the only outgoing edge ou(v), whose
tail is v; in(v) is the l-ordered set of incoming edges for v, whose head is v; Zin(v) is the
corresponding sequence of elements of S. The function Z is extended from e(t) to E(t)
as follows: Z(root edge) = Y , Z(Inp(t)) = (X1, . . . , Xn) with preserved total ordering.

When S is small and Cat means the category of (locally) small categories, the functor
>>S has the structure of a strict 2-monad. Multiplication for this 2-monad is given by the
functor〈

(>>2
SP )(X1, . . . , Xn;Y ) =

∐
t∈tr(n)

∐
Z:e(t)→S

∏
p∈v(t)

∐
tp∈tr |p|

∐
Up:e(tp)→S

∏
v∈v(tp)

P (Up
in(v);U

p
ou(v))

∼=
∐

t∈tr(n)

∐
(tp)∈

∏
p∈v(t) tr |p|

∐
(Z,(Up)):e(t)t

∐
p∈v(t) e(tp)→S

∏
(p,v)∈

∏
r∈v(t) v(tr)

P (Up
in(v);U

p
ou(v))

→
∐

τ∈tr(n)

∐
W :e(τ)→S

∏
q∈v(τ)

P (Win(q);Wou(q)) = (>>SP )(X1, . . . , Xn;Y )
〉

= m,

which takes a summand indexed by (t, (tp), Z, (U
p)) by the obvious isomorphism to the

summand indexed by (I(t; (tp)),W = (Z, (Up))). The unit of >>S is given by the isomor-
phism of P (X1, . . . , Xn;Y ) to the summand indexed by the n-corolla t = τ [n].
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To each map f : R → S there corresponds the functor Catf
∗×f and a natural trans-

formation

CatS
∗×S >>S→ CatS

∗×S

CatR
∗×R

Catf
∗×f
↓

>>R→

τf

========⇒

CatR
∗×R

Catf
∗×f

↓

which takes identically the summand indexed by X : e(t)→ R to the summand indexed

by X · f : e(t) → S. Clearly, to the composition of maps Q
g−→ R

f−→ S corresponds the
vertical pasting of τ f and τ g.

2.1. Definition. A small (strong) Cat-multicategory C is a pair (S,C) consisting of a
small set of objects S and a strong >>S-algebra C = (C, µ : >>SC→ C, α, ι)

>>2
SC

>>Sµ→>>SC

>>SC

m
↓

µ →

α

∼=
⇐========

C

µ
↓

,

C ============⇀⇁ C

>>SC

ι ∼=�
wwww

µ

→
i → ,

where ===⇀⇁ means identity 1-morphism. The equations that have to be satisfied by
α, ι are well-known. They can be found, for instance, in [Lyu14, Section 2]. We write
S = ObC. The same equations are supposed to hold when S is large, then we do not call
the Cat-multicategory C small.

Assume given a map F : R→ S of small sets. A Cat-multicategory C with ObC = S
gives rise to a Cat-multicategory CF = CatF

∗×F (C) with ObCF = R, namely, CF (X•;Y ) =
C(FX•;FY ) is equipped with the action

µCF =
〈
>>R(CF )

τF→ (>>SC)F
µCF→ CF

〉
and natural transformations

αCF =

>>2
R(CF )

>>RτF→>>R((>>SC)F )
>>R(µF )→>>R(CF )

=

= (>>2
SC)F

τF↓
(>>Sµ)F→ (>>SC)F

τF↓

>>R(CF )

m

↓
τF → (>>SC)F

mF↓
µF →

αC
F

∼=⇐===========

CF

µF↓

,

ιCF =

CF ===================⇀⇁ CF

>>R(CF )

i↓
τF→ (>>SC)F

ιF ∼=�
wwww

µF

→iF

→
.

The construction of CF extends easily to the case when R and S are large.
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2.2. Definition. A (co)lax Cat-multifunctor F : B → C is a pair (ObF, (F, φ)) con-
sisting of a map F = ObF : R = ObB → ObC = S and a (co)lax >>R-morphism
(F : B→ CF , φ), where

>>RB
>>RF→>>R(CF )

B

µB

↓
F →

φ

⇐==
==

==
==

=

CF

µCF
↓

 resp.

>>RB
>>RF→>>R(CF )

B

µB

↓
F →

φ

==
==

==
==

=⇒

CF

µCF
↓

 .

Equations that have to be satisfied by a >>R-morphism are well-known, see [Lac10, Sec-
tion 4.1] or [Lyu14, Definitions 2.1, 2.2] for concrete presentation.

Cat-multicategories and (co)lax Cat-multifunctors form a category. Composition of

lax Cat-multifunctors (H, η) =
(
B

(F,φ)→ C
(G,ψ)→ D

)
is determined by

ObH =
(
ObB = R

ObF→ ObC = S
ObG→ ObD = Q

)
,

HX•;Y =
〈
B(X•;Y )

FX•;Y→ C(FX•;FY )
GFX•;FY→ D(GFX•;GFY )

〉
,

η =

>>RB
>>RF→>>R(CF )

>>R(GF ) →>>R(DG◦F )

=

(>>SC)F

τF↓
(>>SG)F→ (>>S(DG))F

τGF→

τF

←
(>>RD)G◦F

= τG◦F↓

B

µB

↓
F →

φ

⇐=
==

==
==

==
==

==
==

CF

µCF↓
GF →

ψF

⇐=======================

DG◦F

µDG◦F↓

Note that DG◦F = (DG)F . Composition of colax Cat-multifunctors is given by the same
formulae with reversed 2-arrows.

Let t be a tree. A cut of this tree is a subset c ⊂ E(t) such that

— any path e, Pte, P
2
t e, . . . contains no more than one element of c;

— when e ∈ Inp(t), the path e, Pte, P
2
t e, . . . contains exactly one element of c.

2.3. Definition. A multinatural transformation of lax Cat-multifunctors r : (F, φ) →
(G,ψ) : C→ D is a collection of objects rX ∈ ObD(FX;GX), X ∈ ObC, and a collection
of natural transformations

C((Xi)i∈I ;Y )
∼= → C((Xi)i∈I ;Y )× 1

F×ṙY→ D(FX•;FY )× D(FY ;GY )

1 I × C(X•;Y )

∼=↓

(ṙXi )•×G
→

ρ

⇐=============================================

(D(FXi;GXi))• × D(GX•;GY )
µ
t(I1)

→ D((FXi)i∈I ;GY )

µt(|I|)↓
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where X• means (Xi)i∈I , I is a finite totally ordered set, and other instances of • are
interpreted similarly. The trees occurring here are

t(I1) =
s s s ss , t(|I|) =

ss . (2.1)

Let P be the canonical ordering of the set v(t) described in Section 1.6. Write down
the list of internal vertices of t as v1 B v2 B · · · B vN , N = | v(t)|. Associate with it the
sequence of cuts of t c0 = {root edge}, c1, . . . , cN = Inp(t) such that ci−1 and ci differ for
1 6 i 6 N only at edges adjacent to vi, namely,

s vi
ci−13

7→ vi s ∈ci

(including vertices vi of arity 0). Here edges belonging to a cut are dashed. Geometric
picture that should be kept in mind is the following. Draw the tree t on the plane so that
all vertices have distinct heights (ordinates), directions of all oriented edges of t deviated
from the negative ordinate axis no more than by π/2. Edges intersecting the horizontal
strip between vertices vi and vi+1 are drawn dashed. This describes ci.

Associate with ci the functor

Φi =
〈 1∏
j=N

C(Zin(vj);Zou(vj))

∏i+1
j=N F×

∏
e∈ci

ṙZe×
∏1
j=iG→

i+1∏
j=N

D(FZin(vj);FZou(vj))×
∏
e∈ci

D(FZe;GZe)×
1∏
j=i

D(GZin(vj);GZou(vj))
µti−→ D((FXk)

n
1 ;GY )

〉
,

where ti is the tree t with added unary vertices in the middle of edges e ∈ ci. Let us
construct a natural morphism Φi−1 → Φi:

Φi−1
α−1

−−→
〈 1∏
j=N

C(Zin(vj);Zou(vj))

∏i
j=N F×

∏
e∈ci−1

ṙZe×
∏1
j=i−1G

→

i+1∏
j=N

D(FZin(vj);FZou(vj))× D(FZin(vi);FZou(vi))× D(FZou(vi);GZou(vi))

×
∏
e∈c′i−1

D(FZe;GZe)×
1∏

j=i−1

D(GZin(vj);GZou(vj))
(1×µt(|vi|)×1)·µt′

i−1→ D((FXk)
n
1 ;GY )

〉
(
∏i+1
j=N F×

∏
e∈c′

i−1
ṙZe×

∏1
j=i−1G)·(1×ρ×1)·µt′

i→
〈 1∏
j=N

C(Zin(vj);Zou(vj))

∏i+1
j=N F×

∏
e∈ci

ṙZe×
∏1
j=iG→
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i+1∏
j=N

D(FZin(vj);FZou(vj))×
∏
e∈c′′i

D(FZe;GZe)×
∏

e∈in(vi)

D(FZe;GZe)×D(GZin(vi);GZou(vi))

×
1∏

j=i−1

D(GZin(vj);GZou(vj))
(1×µ

t(|vi|1)
×1)·µt′′

i→ D((FXk)
n
1 ;GY )

〉
α−→ Φi. (2.2)

Here c′i−1 = ci−1 − {ou(vi)}, t′i−1 is the tree t with added unary vertices in the middle of
edges e ∈ c′i−1, c′′i = ci − {in(vi)}, t′′i is the tree t with added unary vertices in the middle
of edges e ∈ c′′i . Actually, c′i−1 = c′′i and t′i−1 = t′′i .

At last we formulate equations that have to be satisfied by (r, ρ) in order to be a
multinatural transformation:∏

v∈v(t)

C(Zin(v);Zou(v))
∏
F →

∏
v∈v(t)

D(FZin(v);FZou(v))

C(X•;Y )
F

→

φ

⇐=================================

µt

←
D(FX•;FY )⇐=============

α−1

µt

←

D(GX•;GY )
(rXi )••−

→

ρ

⇐==========

G →
D(FX•;GY )

(1×ṙ)·µt0

↓

−•r

→

=

∏
v∈v(t)

C(Zin(v);Zou(v))
∏
F →

∏
v∈v(t)

D(FZin(v);FZou(v))

composition

C(X•;Y )⇐===============
ψ

µt

← ∏
v∈v(t)

D(GZin(v);GZou(v))

∏
G →

∼=

D(GX•;GY )
(rXi )••−

→
µt

←
G →

D(FX•;GY )

(1×ṙ)·µt0

↓((rXi )••−)µtN →

,

where composition is that of Φ0 → Φ1 → · · · → ΦN (each morphism is one of (2.2)). Due
to 2-category property of Cat the composition Φ0 → ΦN does not depend on the choice of
ordering 4 of v(t).

Definition of multinatural transformation of colax Cat-multifunctors is similar.

Cat-multicategories, (co)lax Cat-multifunctors and multinatural transformations form
a 2-category. In fact, all data for it come from the 2-category Cat.

(Strong) Cat-operads D are small Cat-multicategories with ObD = 1. Hence, they
are precisely >>1-algebras, (co)lax Cat-multifunctors between them are precisely (co)lax
>>1-morphisms. Instead of D(I∗; ∗), I ∈ ObOsk, the notation D(I) is used. Among
multinatural transformations (r, ρ) : (F, φ)→ (G,ψ) : C→ D of (co)lax Cat-multifunctors
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from a Cat-multicategory C to a Cat-operad D we single out those with r ∈ ObD(1) which
is the unit 1 with respect to operadic compositions in D. This makes sense since ObF =
ObG = . : ObC = S → ObD = 1 is the only map. For (1, ρ) the second component
reduces to a 2-morphism ρ : F → G : C → D. We call such special multinatural
transformations operadic transformations. They are precisely >>S-transformations, that
is, satisfy the equation from [Lac10, Section 4.1] or [Lyu14, Definition 2.3]: for lax Cat-
multifunctors

>>SC
>>SF→
⇓>>Sρ
>>SG
→
>>S(D.)

C

µC

↓
G
→

ψ

⇐==========

D.

µD.

↓
=

>>SC
>>SF→>>S(D.)

φ
⇐========

C

µC

↓ F →
⇓ρ
G
→

D.

µD.

↓
, (2.3)

and for colax Cat-multifunctors

>>SC
>>SG→
⇑>>Sρ
>>SF
→
>>S(D.)

C

µC

↓
F
→

φ

==========⇒

D.

µD.

↓
=

>>SC
>>SG→>>S(D.)

ψ
========⇒

C

µC

↓ G →
⇑ρ
F
→

D.

µD.

↓
.

2.4. Definition. A modification of multinatural transformations f : (q, κ) → (r, ρ) :
(F, φ) → (G,ψ) : C → D is a collection of morphisms fX ∈ D(FX;GX)(qX , rX), X ∈
ObC, such that

C((Xi)i∈I ;Y )
∼= → C((Xi)i∈I ;Y )× 1

F×q̇Y→
⇓F×ḟY

F×ṙY
→

D(FX•;FY )× D(FY ;GY )

1 I × C(X•;Y )

∼=↓

(ṙXi )•×G
→ (D(FXi;GXi))• × D(GX•;GY )

µ
t(I1)

→
ρ

⇐======================

D((FXi)i∈I ;GY )

µt(|I|)↓

=

C((Xi)i∈I ;Y )
∼= → C((Xi)i∈I ;Y )× 1

F×q̇Y→ D(FX•;FY )× D(FY ;GY )

1 I × C(X•;Y )

∼=↓ (q̇Xi )•×G→
⇓(ḟXi )•×G

(ṙXi )•×G
→

(D(FXi;GXi))• × D(GX•;GY )
µ
t(I1)

→
κ

⇐=====================

D((FXi)i∈I ;GY )

µt(|I|)↓
.

2.5. Remark. Cat-multicategories, lax Cat-multifunctors, multinatural transformations
and modifications form a strict 3-category.
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2.6. Weak Cat-operad V. Let us construct an example of a weak Cat-operad V coming
from the closed symmetric monoidal category V. When V = gr (resp. V = dg) the
Cat-operad V will be denoted G (resp. DG). We define V(I) = VNI . For a tree t we are
going to construct a functor

~(t) = µt :
∏
v∈v(t)

V(|v|)→ V(Inp t), (Pv)v∈v(t) 7→ ~(t)(Pv)v∈v(t).

A t-tree is a functor τ : t → Osk such that τ(rv) = 1, where the poset t is the free
category built on the quiver t− {root edge} oriented towards the root vertex. It has the
set of objects v(t) = V (t) − {head of the root edge}, morphisms are oriented paths, and
the root vertex is the terminal object of t.

Thus, for an ordered tree t, collection Pv ∈ ObV(|v|) = ObVN|v| and z ∈ NInp t

~(t)(Pv)v∈v(t)(z) =
t−tree τ∐

∀a∈Inpv t |τ(a)|=za

v∈v(t)⊗ p∈τ(v)⊗
Pv

((
|τ(e)−1(p)|

)
e∈in(v)

)
.

Let us construct the natural isomorphism α. The expression >>2
1V is the disjoint union

over 2-cluster trees, collections of trees (t; (tv)v∈v(t)) such that tv ∈ tr(|v|). Multiplication
m applied to this summand ends up in the summand indexed by θ = It(tv | v ∈ v(t)). We
have to construct the natural isomorphism∏

v∈v(t)

∏
q∈v(tv)

V(|q|)
∏
v∈v(t) ~(tv)

→
∏
v∈v(t)

V(|v|)

∏
r∈v(θ)

V(|r|)

m ∼=
↓

~(θ) →

α

∼=
⇐============

V(Inp t)

~(t)

↓

And in fact, we have

~ (t)
( ∏
v∈v(t)

~(tv)(P
v
q)
v∈v(t)
q∈v(tv)

)
(z)

=
t−tree τ∐

∀a∈Inpv t |τ(a)|=za

v∈v(t)⊗ p∈τ(v)⊗
~(tv)(P

v
q)q∈v(tv)

((
|τ(u)−1(p)|

)
u∈in(v)

)

=
t−tree τ∐

∀a∈Inpv t |τ(a)|=za

v∈v(t)⊗ p∈τ(v)⊗ tv−tree τpv∐
∀u∈Inpv(tv)=inV(v) |τpv (u)|=|τ(u→v)−1(p)|

q∈v(tv)⊗ r∈τpv (q)⊗
Pvq

((
|τ pv (y)−1(r)|

)
y∈in(q)

)
∼=−→

θ−tree T∐
∀a∈Inpv θ |T (a)|=za

w∈v(θ)⊗ x∈T (w)⊗
Pw

((
|T (j)−1(x)|

)
j∈in(w)

)
= ~(θ)(Pw)w∈v(θ)(z). (2.4)
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Note that a vertex w of θ is an equivalence class of (v, q) ∈ v(t)× v(tv). The θ-tree T is
obtained from t, (tv), τ , (τ pv ) as follows. The associated to w by T set is T (w) = T (v, q) =⊔
< p∈τ(v) τ

p
v (q), lexicographically ordered.

The natural transformation ι is the inverse to the isomorphism ~(τ [n])(P)(z) ∼=
P
(
(zu)u∈inV(v)

)
= P(z). Equations for α and ι hold true due to combinatorial reasons.

2.7. Proposition. Let C be a Cat-operad. This induces a monoidal structure on the
category C(1).

Proof. Define a linear tree corresponding to a set I ∈ ObOsk as the functor ltI : [I] →
Osk, [I] 3 i 7→ 1. We may view ltI = (1→ 1→ · · · → 1) as a synonym for [I]. Restricting
multiplication functor µt to the linear tree t = ltI we get tensor multiplication

�I def
= ~(ltI)(1) : C(1)I → C(1).

Notice that if trees t and tv, v ∈ v(t) are linear, then so is θ = It(tv | v ∈ v(t)). The
2-submonad M of >>1 containing summands indexed by linear trees is precisely the free
monoid 2-monad C(1) 7→

⊔∞
I=0 C(1)I on Cat. Therefore, for any >>1-algebra C the category

C(1) is an M -algebra, that is, an unbiased monoidal category [Lei03, Definition 3.1.1].

2.8. Example. The Monoidal product in the category V(1) = VN of collections Ah is
isomorphic to ~(ltI)(Ah)h∈I(z), z ∈ N:

(�h∈IAh)(z) =

staged tree τ :[I]→Osk∐
|τ(0)|=z

h∈I⊗ p∈τ(h)⊗
Ah(|τ−1

h p|).

This turns VN into the familiar monoidal category (VN,�). Algebras in this monoidal
category are precisely V-operads.

2.9. Proposition. 1. Any (co)lax Cat-multifunctor (F, φ) : L→ M between Cat-operads
induces a (co)lax monoidal functor (F (1), φ(1)) : L(1)→ M(1).

2. Let L, M be Cat-operads. Any operadic transformation ξ : (F, φ) → (G,ψ) :
L → M between (co)lax Cat-multifunctors induces a Monoidal transformation ξ(1) :
(F (1), φ(1))→ (G(1), ψ(1)) : L(1)→ M(1).

Proof. 1. Follows from the proof of Proposition 2.7.
2. Restricting the transformations in the lax case to linear trees we get

L(1)I
F (1)I →
⇓ξ(1)I

G(1)I
→

M(1)I

L(1)

�I

↓

G(1)
→

ψI(1)

⇐==============

M(1)

�I

↓
=

L(1)I
F (1)I →M(1)I

φI(1)
⇐==============

L(1)

�I

↓ F (1) →
⇓ξ(1)

G(1)
→

M(1)

�I

↓
. (2.5)

These equations say that the transformation ξ(1) is Monoidal, see [BLM08, Definition 2.20].
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2.10. V-operads are lax Cat-multifunctors 1→ V. Let C be an arbitrary Cat-op-
erad. Denote by 1 the Cat-operad with

1(n) =

{
1 = terminal (1-morphism) category, if n = 1,

∅ = initial (empty) category, if n 6= 1.

A multiquiver morphism 1→ C is a functor 1 → C(1), so it is just an object of C(1). In
particular, a Cat-multiquiver map 1→ V is the same as a functor 1 → V(1) = VN.

Proposition 2.9 implies that a lax Cat-multifunctor 1→ V is the same as a lax Monoidal
functor 1 → V(1) = (VN,�I). By Definition 2.25 and Proposition 2.28 of [BLM08] this
is the same as an algebra in (VN,�I), that is, an operad.

By Proposition 2.9 an operadic transformation ξ : (F, φ)→ (G,ψ) : 1→ V is the same
as a Monoidal transformation ξ(1) : O = (F (1), φ(1))→ (G(1), ψ(1)) = P : 1 → (VN,�I).
Here operads O and P are identified with the image of 1 ∈ Ob 1 under corresponding
functors. Equations (2.5) for ξ(1) translate to(

�I O �Iξ(1)→ �I P ψI(1)→ P
)

=
(
�I O φI(1)→ O

ξ(1)→ P
)
,

that is, ξ(1) : O→ P is a morphism of operads.

2.11. n∧1-operad modules are lax Cat-multifunctors. Consider a Cat-multicat-
egory Ln with Ob Ln = {0, 1, 2, . . . , n} such that

Ln(i; i) = 1 for 0 6 i 6 n,

Ln(1, 2, . . . , n; 0) = 1 and

Ln(k1, k2, . . . , km; k0) = ∅ for other lists of arguments.

Components of the category >>1Ln either are empty or indexed by trees of two kinds:

• labelled linear trees (ltk,
ki) = (i → i → · · · → i), whose all vertices are labelled

with the same i ∈ [n];

• labelled trees with strings of various length

� =

n → · · · → n → n
· · · → · · · → · · ·

0 →→→ 0 → · · · → 0
2 → 2 → · · · → 2 → 2 →

1 → · · · → 1 → 1
→

The non-vanishing components are terminal categories 1 . The multiplication functor
µ : >>1Ln → Ln is Id1 on any non-vanishing component of the source. It takes the
component indexed by a tree of the first kind to the category Ln(i; i). The component
indexed by a tree of the second kind goes to the category Ln(1, 2, . . . , n; 0).
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2.12. Definition. An n ∧ 1-operad module is a lax Cat-multifunctor P : Ln → V. A
morphism of n ∧ 1-operad modules r : P → Q is an operadic transformation r : P → Q :
Ln → V. The disjoint union M over n > 0 of so defined categories nOp1 of n ∧ 1-operad
modules is the category of operad polymodules.

Let us describe the structure of an n ∧ 1-operad module. A multifunctor Ln → V
presumes a sequence (A1, . . . ,An;P;B), where B,Ai ∈ ObVN for i ∈ n, and P ∈ ObVNn .

2.13. Example. Particular cases of ~ for V will obtain a special notation. In addition
to the above assume that Ah

i ∈ ObVN. We denote

P�0 B = ~(n→ 1→ 1)(P;B),

�>0((Ai)i∈n;P) = ~(n
1−→ n→ 1)((Ai)i∈n;P),

�>0((Ai)i∈n;P;B) = ~(n
1−→ n→ 1→ 1)((Ai)i∈n;P;B).

All these expressions describe actions of several copies of the category VN on the category
VNn . In isomorphic form these actions are given by the graded components, ` ∈ Nn,

(P�0 B)(`) '
m>0∐

t1+···+tm=`

( m⊗
r=1

P(tr)
)
⊗B(m),

�>0(A1, . . . ,An;P)(`) '
∐
k∈Nn

∀ i∈n∐
ji1+···+ji

ki
=`i

[ n⊗
i=1

ki⊗
p=1

Ai(j
i
p)

]
⊗ P(k),

�>0(A1, . . . ,An;P;B)(`)

'
∞∐
m=0

∐
k1,...,km∈Nn

∀ i∈n∐
∑ki1+···+k

i
m

p=1 jip=`i

( n⊗
i=1

ki1+···+kim⊗
p=1

Ai(j
i
p)
)
⊗
( m⊗
r=1

P(kr)
)
⊗B(m)

'
∞∐
m=0

∐
t1+···+tm=`

∐
k1,...,km∈Nn

∀ i∈n, r∈m∐
yir,1+···+yi

r,kir
=tir

m⊗
r=1

[( n⊗
i=1

kir⊗
v=1

Ai(y
i
r,v)
)
⊗ P(kr)

]
⊗B(m).

Actually, the action �>0 can be presented as a combination of partial actions �i for
1 6 i 6 n defined as

A�i P = �>0(1, . . . ,1,A,1, . . . ,1;P), A on i-th place,

where the operad 1 has 1(1) = k and 1(m) = 0 for m 6= 1. Explicit presentation of this
action is

(A�i P)(`) =

q>0∐
j1+···+jq=`i

( q⊗
p=1

A(jp)
)
⊗ P(`, `i 7→ q),

where (`, `i 7→ q) = (`1, . . . , `i−1, q, `i+1, . . . , `n).
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Iterating these actions I times we get the following expressions

�[I]
0 (P; (Bi)i∈I) = ~(n→ 1→ 1 · · · → 1︸ ︷︷ ︸

1tI

)(P; (Bi)i∈I),

�It1>0 (((Ah
i )h∈n)i∈I ;P) = ~(n

1−→ n
1−→ n . . .

1−→ n
1−→ n︸ ︷︷ ︸

1tI

→ 1)(((Ah
i )h∈n)i∈I ;P),

�[I]
>0(((Ah

i )h∈n)i∈I ;P; (Bi)i∈I) = ~(n . . .
1−→ n︸ ︷︷ ︸

[I]

→ 1→ . . .1︸ ︷︷ ︸
[I]

)(((Ah
i )h∈n)i∈I ;P; (Bi)i∈I).

Here the last three trees are functors 1t [I]→ Osk, 1t [I]op → Osk and 1t [I]op∪0∼0 [I]→
Osk respectively, where [I]op ∪0∼0 [I] is obtained by identifying elements 0 ∈ [I]op and
0 ∈ [I].

One can show that these actions are Monoidal and that actions �i for different 0 6
i 6 n commute up to isomorphisms that satisfy coherence conditions. Furthermore, the
action �>0 can be presented as a combination of partial actions �i for 0 6 i 6 n. To be
rigorous this approach requires more definitions, and we have chosen to avoid it.

All strings i→ i→ · · · → i of � have different length. Since the actions are Monoidal,
we can extend strings to the same length by adding action of several units 1 ∈ Ai(1).
Equivalently, we may iterate the monad P 7→ �>0(A1, . . . ,An;P;B).

2.14. Definition. An n∧1-operad module can be defined also as a family (A1, . . . ,An;P;B),
consisting of n+ 1 operads Ai, B and an object P ∈ grN

n
(resp. P ∈ dgNn), equipped with

an algebra structure
α : �>0(A1, . . . ,An;P;B)→ P

for the monad Q 7→ �>0(A1, . . . ,An;Q;B).

An action is specified by a collection of maps given for each m ∈ N, each family

k1, . . . , km ∈ Nn and each family of non-negative integers
(
(jip)

ki1+···+kim
p=1

)n
i=1

α : ~(n
1−→ n→ 1→ 1)((Ai)i∈n;P;B)(τ)

=
( n⊗
i=1

ki1+···+kim⊗
p=1

Ai(j
i
p)
)
⊗
( m⊗
r=1

P(kr)
)
⊗B(m)→ P

((ki1+···+kim∑
p=1

jip

)n
i=1

)
,

(2.6)

τα =

∑kn1 +···+knm
p=1 jnp → kn1 + · · ·+ knm

· · · → · · ·
m →→→ 1 .∑k21+···+k2m

p=1 j2p → k2
1 + · · ·+ k2

m

→

∑k11+···+k1m
p=1 j1p → k1

1 + · · ·+ k1
m

→ (2.7)

Associativity of α can be formulated via contraction of trees.
Restricting the action α to submonads �>0(A1, . . . ,An;Q) ↪→ �>0(A1, . . . ,An;Q;B),

Q�0 B ↪→ �>0(A1, . . . ,An;Q;B), Ai �i Q ↪→ �>0(A1, . . . ,An;Q;B), 1 6 i 6 n, obtained
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via insertion of operad units η, we get the partial actions

ρ = ρ(kr) : ~(n→ 1→ 1)(P;B)(τ(kr)) =
( m⊗
r=1

P(kr)
)
⊗B(m)→ P

( m∑
r=1

kr

)
,

τρ = τ(kr) =

kn1 + · · ·+ knm
· · ·

m →→→ 1 ,
k2

1 + · · ·+ k2
m

→

k1
1 + · · ·+ k1

m

→ (2.8)

λ = λk,(jip) : ~(n
1−→ n→ 1)((Ai)i∈n;P)(τk,(jip))

=

[ n⊗
i=1

ki⊗
p=1

Ai(j
i
p)

]
⊗ P

(
(ki)ni=1

)
→ P

(( ki∑
p=1

jip

)n
i=1

)
,

τλ = τk,(jip) =

∑kn

p=1 j
n
p → kn

· · · → · · ·
1

→→ ,∑k2

p=1 j
2
p → k2

→

∑k1

p=1 j
1
p → k1

→ (2.9)

λi = λik,(jp) :

[ ki⊗
p=1

Ai(jp)

]
⊗ P(k)→ P

(
k1, . . . , ki−1,

ki∑
p=1

jp, k
i+1, . . . , kn

)
. (2.10)

On the other hand, given n left actions λi of Ai and a right action ρ of B, all pairwise
commuting, we can restore the total action α.

Assume that fi : Ci → Ai, g : D → B are morphisms of operads. They imply a
morphism of monads �>0(C1, . . . ,Cn;Q;D)→ �>0(A1, . . . ,An;Q;B). An algebra P over
the latter monad becomes an algebra over the former monad denoted f1,...,fnPg.

The category of n ∧ 1-operad modules nOp1 has morphisms

(f1, . . . , fn;h; f0) : (A1, . . . ,An;P;A0)→ (C1, . . . ,Cn;Q;C0),

where fi : Ai → Ci, 0 6 i 6 n, are morphisms of V-operads and h : P→ f1,...,fnQf0 ∈ VNn

is a module morphism with respect to actions of all Ai. In fact, a morphism of n ∧ 1-
operad modules is by definition an operadic transformation ξ : P = (A1, . . . ,An;P;A0)→
(C1, . . . ,Cn;Q;C0) = Q : Ln → V. It consists of morphisms fi : Ai → Ci ∈ VN, 0 6 i 6 n,
and h : P→ Q ∈ VNn . Equation (2.3) reads on (ltk,

ki) as(
�kAi

�kfi→ �k Bi
µk→ Bi

)
=
(
�kAi

µk→ Ai
fi→ Bi

)
,

that is, fi is a morphism of operads. On � the equation gives[
~k

V(�)(A1, . . . ,An;P;A0)
~k

V(�)(f1,...,fn;h;f0)
→ ~k

V (�)(C1, . . . ,Cn;Q;C0)
α→ Q

]
=
[
~k

V(�)(A1, . . . ,An;P;A0)
α→ P

h→ Q
]
,
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that is, h : P → f1,...,fnQf0 is a module morphism with respect to actions of all Ai,
0 6 i 6 n.

Objects of the category VnNtN
ntN are also written as tuples (U1, . . . ,Un;X;W). The

free algebra functor for the monad �>0(A1, . . . ,An; -;B) is the functor VNn → A1- · · · -An-
mod-B, X 7→ �>0(A1, . . . ,An;X;B), left adjoint to the underlying functor A1- · · · -An-
mod-B→ VNn . Hence, there is also a pair of adjoint functors F : VnNtN

ntN � nOp1 : U ,

F (U1, . . . ,Un;X;W) = (TU1, . . . , TUn;�>0(TU1, . . . , TUn;X;TW);TW).

The module part is indexed by trees with the top floor describing X(-1) ⊗ · · · ⊗ X(-k),
lower floors indexed by W(-) and n forests indexed by Ui(-) attached to each of k leaves.

In particular,

F (U1, . . . ,Un; 0;W) = (TU1, . . . , TUn; (TW)(0);TW).

2.15. The monad of free n∧1-operad modules. Recall [BW05, Section 3.3.6] that
a parallel pair of morphisms f, g : A → B ∈ C is called reflexive if there is a morphism
r : B → A ∈ C such that f ◦r = idB = g◦r. Recall that a contractible coequalizer [BW05,
Section 3.3.3] (= a split fork [Mac88, Section VI.6]) is a diagram in a category D

A′
d0 →← t

d1
→ B′

d →←
s

C ′

such that d0 ◦ t = id, d1 ◦ t = s◦d, d◦s = id, and d◦d0 = d◦d1. Suppose there is a functor
U : C → D. Then a pair f, g : A → B ∈ C is called U-contractible coequalizer pair if
d0 = Uf, d1 = Ug : UA→ UB extend to a contractible coequalizer in D. One says that U
creates U -contractible coequalizers [Mac88, Section VI.7] if for any pair f, g : A→ B ∈ C

and any contractible coequalizer in D

UA
Uf →← t

Ug
→ UB

d →←
s

C ′

† there is a unique morphism h : B → C ∈ C such that C ′ = UC, d = Uh, and

‡ h is a coequalizer of (f, g) in C.

The following statement is Exercise 3.3.(PPTT) of [BW05].

2.16. Theorem. Let U : C → D be a functor which has a left adjoint F . Then the
comparison functor Φ : C → D>, A 7→ (UA,Uε : UFUA → UA), for the monad
> = U ◦ F in D is an isomorphism of categories if and only if U creates coequalizers
of reflexive U-contractible coequalizer pairs in C.

Here D> is the category of >-algebras. The condition of the theorem applied to
f = id = g implies that U reflects isomorphisms. The proof of this theorem is contained
in the proof of (PTT), Beck’s Precise Tripleability Theorem [BW05, Theorem 3.3.14]. We
shall use the following corollary to Theorem 2.16.

One says that (cf. [BW05, Section 3.5])
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(CTT′) U : C→ D creates coequalizers for reflexive pairs (f, g) for which (Uf, Ug) has a
coequalizer,

if for any reflexive pair f, g : A → B ∈ C and any coequalizer d : UB → C ′ of (Uf, Ug)
in D conclusions † and ‡ before Theorem 2.16 hold.

2.17. Corollary. [Crude Tripleability Theorem] Let U : C → D be a functor which
satisfies (CTT′) and has a left adjoint F . Then the comparison functor Φ : C → D>,
> = U ◦ F is an isomorphism of categories.

2.18. Definition. An ideal of an object Ã = (A1, . . . ,An;P;A0) ∈ nOp1 is a subobject
Ĩ = (I1, . . . , In;K; I0) of UÃ in VS, S = nN t Nn t N = N t · · · t N t Nn t N, stable
under all multiplications in operads Aj, 0 6 j 6 n, and under the action on P from (2.6).

Namely if at least one ⊗-argument of multiplication or action is in Ĩ, then the result is
in Ĩ as well. Equivalently, for all values of indices

λik,(jp)

([ ki⊗
p=1

Ai(jp)

]
⊗K(k)

)
⊂ K

(
k1, . . . , ki−1,

ki∑
p=1

jp, k
i+1, . . . , kn

)
,

ρ

([( t−1⊗
r=1

P(kr)
)
⊗K(kt)⊗

( m⊗
r=t+1

P(kr)
)]
⊗A0(m)

)
⊂ K

( m∑
r=1

kr

)
,

and Ij are ideals of operads Aj in a similar sense.

Assume in addition that V is abelian. Ideals are precisely kernels in VS of Uh for
morphisms h : Ã → B̃ ∈ nOp1. If Ĩ is an ideal of Ã, then the quotient UÃ/U Ĩ in the
abelian category VS admits a unique structure of an n ∧ 1-operad module such that the
quotient map q : A→ Ã/Ĩ is in nOp1.

For any subcomplex N ⊂ Ã ∈ VS there is the smallest ideal Ĩ of Ã containing N. It is
spanned as a graded k-submodule of Ã by results of multiplications or actions containing
an element of N among its ⊗-arguments. So obtained Ĩ is indeed an ideal due to associa-
tivity of the action. In particular, for a pair of parallel arrows f, g : Ã→ B̃ ∈ nOp1 there
is the image N = Im(f − g) in the abelian category VS. If Ĩ is the smallest ideal of Ã
containing N, then the quotient Ã/Ĩ is the coequalizer of f and g in nOp1.

2.19. Proposition. The comparison functor for the underlying functor U : nOp1 →
VnNtN

ntN is an isomorphism of categories.

Thus nOp1 is isomorphic to the category of >-algebras for the monad > = U ◦ F in
VnNtN

ntN.

Proof. Let us prove that U satisfies condition (CTT′). First (as a warm-up) we show it
for U : Op → VN. Let a reflexive pair f, g : A � B : r in Op be given together with a
coequalizer d : UB → C′ in VN of (Uf, Ug). The subobject K = Im(f − g) = Ker d ∈ VN
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of UB is an ideal of the operad B. In fact, for any multiplication µ : O(n1)⊗· · ·⊗O(nk)⊗
O(k)→ O(n1 + · · ·+ nk) for the operads B and A we have

µB(b1 ⊗ · · · ⊗ bi−1 ⊗ (f − g)a⊗ bi+1 ⊗ · · · ⊗ bk ⊗ b)
= µB(frb1 ⊗ · · · ⊗ frbi−1 ⊗ fa⊗ frbi+1 ⊗ · · · ⊗ frbk ⊗ frb)
− µB(grb1 ⊗ · · · ⊗ grbi−1 ⊗ ga⊗ grbi+1 ⊗ · · · ⊗ grbk ⊗ grb)
= (f − g)µA(rb1 ⊗ · · · ⊗ rbi−1 ⊗ a⊗ rbi+1 ⊗ · · · ⊗ rbk ⊗ rb) ∈ K

for all 1 6 i 6 k. Similarly,

µB(b1 ⊗ · · · ⊗ bk ⊗ (f − g)a) = (f − g)µA(rb1 ⊗ · · · ⊗ rbk ⊗ a) ∈ K.

Thus the quotient operad B/K exists together with the quotient map q : B→ B/K ∈ Op.

The map d factorises as d =
(
UB

Uq→ U(B/K)
φ

∼
→ C′

)
for a unique isomorphism

φ ∈ VN. Transferring the operad structure from B/K to C′ along φ we make the latter
into an operad C, make d into a morphism of operads. Clearly, properties † and ‡ on
page 1520 hold true.

Consider now a reflexive pair in nOp1

f̃ = ((fi)
n
0 ; f), g̃ = ((gi)

n
0 ; g) : Ã = ((Ai)

n
1 ;P;A0)� B̃ = ((Bi)

n
1 ;Q;B0) : r̃ = ((ri)

n
0 ; r).

Then Ĩ = ((Ii)
n
1 ;K; I0) = Im(Uf̃ − Ug̃) is an ideal in B̃. In fact it suffices to take in the

source of action map (2.6) one of the ⊗-arguments equal to (f̃ − g̃)x for x ∈ Ai or P or
A0. Then

α(· · · ⊗ bpi ⊗ · · · ⊗ (f̃ − g̃)x⊗ · · · ⊗ qj ⊗ · · · ⊗ b0)

= α(· · · ⊗ firibpi ⊗ · · · ⊗ f̃x⊗ · · · ⊗ frqj ⊗ · · · ⊗ f0r0b0)

− α(· · · ⊗ giribpi ⊗ · · · ⊗ g̃x⊗ · · · ⊗ grqj ⊗ · · · ⊗ g0r0b0)

= (f − g)α(· · · ⊗ ribpi ⊗ · · · ⊗ x⊗ · · · ⊗ rqj ⊗ · · · ⊗ r0b0) ∈ K.

Thus B̃/Ĩ is an n ∧ 1-operad module and the rest of the proof goes similarly to the case
of operads.

2.20. Corollary. The category nOp1 is complete and cocomplete.

Proof. In fact, D = VS is complete and cocomplete. Completeness of nOp1 ' D>

follows by [BW05, Corollary 3.4.3]. We have seen that the category nOp1 has coequalizers.
Therefore nOp1 is cocomplete by [BW05, Corollary 9.3.3].
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2.20.1. Quotients. The category (A1, . . . ,An)-mod-B of operad (A1, . . . ,An;B)-mod-
ules is a subcategory of nOp1, whose objects are (A1, . . . ,An;P;B) (shortly P) and mor-
phisms are (1A1 , . . . , 1An ;h; 1B). It has an initial object I = B(0) with

I(k) =

{
B(0), if k = 0

0, if k 6= 0
, k ∈ Nn.

Actions are given by

λi0 = id : B(0)→ B(0),

ρ = µB
0,...,0 : (⊗mB(0))⊗B(m)→ B(0).

A system of relations in a gr-operad (A1, . . . ,An;B)-module P means a set (of re-
lations) R, arity function a : R → Nn, grade function g : R → Z and for each r ∈ R
elements xr, yr ∈ P(a(r))g(r) supposed to be identified by the relation xr = yr. A system
of relations gives rise to a free graded k-module kR ∈ grN

n
with

kR(a)g = k{r ∈ R | a(r) = a, g(r) = g}, for a ∈ Nn, g ∈ Z,

and to a map kR→ P, r 7→ xr−yr. Denote by N the image of this map in abelian category
grN

n
. Let K = (0, . . . , 0;K; 0) be the graded ideal of (A1, . . . ,An;P;B) generated by N.

If V = dg and N∂ ⊂ K, then K is a differential graded ideal and the quotient P/K in
VNn is an operad (A1, . . . ,An;B)-module. This is the quotient of an operad module by a
system of relations.

2.21. The lax Cat-multifunctor hom. Starting with an arbitrary symmetric V-mul-
ticategory C we construct a lax Cat-multifunctor hom : B → V, where the Cat-multi-
category B has ObB = ObC. For any sequence (Ai)i∈I , B of objects of B the category
B((Ai)i∈I ;B) is the terminal category 1. An arbitrary lax Cat-multifunctor B → V as-
signs an object of VNI to a sequence (Ai)i∈I , B. In the case of hom this is the object
hom((Ai)i∈I ;B) ∈ ObVNI given by

hom((Ai)i∈I ;B)((ni)i∈I) = C
(
(n
i

Ai)i∈I ;B
)
.

For each tree t and each t-tree τ : t→ Osk we choose a 2-morphism:

compτ :

v∈v(t)⊗ p∈τ(v)⊗
hom

(
Ain(v);Aou(v)

)(
(|τ(e)−1(p)|)e∈in(v)

)
=

v∈v(t)⊗ p∈τ(v)⊗
C
(
(|τ(e)−1(p)|Ae)e∈in(v);Aou(v)

)
∼=−→

r∈v(τ̃)⊗
C
(
(Aτ∗(ε))ε∈in(r);Aτ∗(ou(r))

) µτ̃C→ C
(
(Aτ∗(b))b∈Inp(τ̃);Aτ∗(root edge(τ̃))

)
= C

(
(|τ(tail a)|Aa)a∈Inp t;Aroot edge(t)

)
= hom

(
AInp t;Aroot edge(t)

)(
(|τ(a)|)a∈Inpv t

)
. (2.11)
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The essential map here is the multiplication µτ̃C in symmetric V-multicategory C associated
with the strongly ordered tree τ̃ which is obtained from the t-tree τ . All its vertices except
the head of the root edge constitute the totally ordered set v(τ̃) =

⊔
< v∈v(t) τ(v). The root

vertex of τ̃ is the only element of τ(rv(t)). The subset of internal vertices is v(τ̃) =⊔
< v∈v(t) τ(v). Correspondingly, Inpv(τ̃) =

⊔
< a∈Inpv(t) τ(a). Sets inVτ̃ (v, p), p ∈ τ(v), get a

total ordering being subsets of lexicographically ordered sets
⊔
< u∈(inV(v),l) τ(u). The tree

map τ ∗ : τ̃ → t takes τ(v) to v ∈ v(t) and the head of the root edge to the head of the root
edge. Edges of τ̃ are of the form (u, q)→ (v, p), where (e : u→ v) ∈ E(t) and p = τ(e).q.
Under τ ∗ this edge goes to e : u → v. The equation for the lax Cat-multifunctor hom
follows from [BLM08, equation (2.25.1)] written for the algebra C in the lax Monoidal
category ObCPMQV.

There is an equation for θ = It(tv | v ∈ v(t))[
~DG(θ)

(
hom((Ae)e∈in(q);Aou(q))

)
q∈v(θ)

∼=→ ~DG (t)
(
~DG(tv)(hom((Ae)e∈in(p);Aou(p)))p∈v(tv)

)
v∈v(t)

~DG(t) comp(tv)→ ~DG (t)
(
hom((Ae)e∈in(v);Aou(v))

)
v∈v(t)

comp(t)→ hom((Aa)a∈Inp t;Aroot edge(t))
]

= comp(θ). (2.12)

2.22. Multicategory of operad modules. Let V be abelian. Note that n ∧ 1-
operad modules form a Cat-multiquiver M whose objects are operads. It is actually a Cat-
multicategory. To operads A1, . . . ,An;B there is associated the category M(A1, . . . ,An;B)
= (A1, . . . ,An)-mod-B of n ∧ 1-operad polymodules. There are two multicategory com-
positions of interest: ~G and ~M, the tensor product of operad modules. The first is
described as follows.

Consider a family of operad polymodules Pv ∈ Ain(v)-mod-Aou(v), v ∈ v(t). When
t 6= |, the right action of B = Aroot edge on P = ~G(t)(Pv)v∈v(t) for j1 + · · ·+jm = j ∈ NInp t

is

ρ =

t−trees (τr)mr=1∑
∀a∈Inpv t |τr(a)|=jar

〈( m⊗
r=1

(
~G(t)(Pv)v∈v(t)(jr)

))
⊗B(m)

(⊗mr=1 prτr )⊗1
→

( m⊗
r=1

v∈v(t)⊗ p∈τr(v)⊗
Pv
(
|τr(e)−1(p)|e∈in(v)

))
⊗B(m)

κ⊗1→

(v∈v(t)⊗ m⊗
r=1

p∈τr(v)⊗
Pv
(
|τr(e)−1(p)|e∈in(v)

))
⊗B(m)

∼=−→

(v∈v(t)−{rv}⊗ m⊗
r=1

p∈τr(v)⊗
Pv
(
|τr(e)−1(p)|e∈in(v)

))
⊗

⊗
( m⊗
r=1

Prv

(
|τr(x)|x∈inV(rv)

))
⊗B(m)

1⊗ρ→
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(v∈v(t)−{rv}⊗ p∈τ(v)⊗
Pv
(
|τ(e)−1(p)|e∈in(v)

))
⊗ Prv

(
|τ(x)|x∈inV(rv)

) ∼=−→
v∈v(t)⊗ p∈τ(v)⊗

Pv
(
|τ(e)−1(p)|e∈in(v)

) inτ→ ~G (t)(Pv)v∈v(t)(j) = P(j)
〉
, (2.13)

where τ = τ1 + · · · + τm is the t-tree such that τ(v) =
⊔
<
m
r=1 τr(v) for all v ∈ v(t)− {rv}.

Maps τ(u→ v) are
⊔
<
m
r=1 τr(u→ v) if v is not the root vertex.

In particular, the map ρP∅ : B(0) → P(0) sends B(0) to the summand P(τ0) ' Prv(0)
via ρPrv

∅ : B(0)→ Prv(0), where τ0(v) = ∅ for v ∈ v(t) \ {rv}, while τ0(rv) = 1.
Consider the same family of operad polymodules Pv ∈ Ain(v)-mod-Aou(v), v ∈ v(t).

Identify Inp t with n, then i ∈ n means the i-th input edge of t. The left i-th action of
Ai on P = ~G(t)(Pv)v∈v(t) for j1 + · · ·+ jm = j ∈ N is

λi =
t−tree τ∑

∀a∈Inpv t |τ(a)|=ka

〈( ki⊗
q=1

(
Ai(jq)

))
⊗~G(t)(Pv)v∈v(t)(k)

1⊗prτ→

(p∈τ(head(i))⊗ q∈τ(i)−1(p)⊗
Ai(jq)

)
⊗

v∈v(t)⊗ p∈τ(v)⊗
Pv
(
|τ(e)−1(p)|e∈in(v)

) ζ−→∼=
v∈v(t)⊗ p∈τ(v)⊗ [(

if v = head(i), then

q∈τ(i)−1(p)⊗
Ai(jq)⊗

)
Pv
(
|τ(e)−1(p)|e∈in(v)

)] ⊗v⊗p[1 or λi]→
v∈v(t)⊗ p∈τ(v)⊗

Pv

(
|τ(e)−1(p)|e∈in(v); if v = head(i), e = i then |τ(i)−1(p)| 7→

∑
q∈τ(i)−1(p)

jq

)
inτ ′→ ~G (t)(Pv)v∈v(t)(k; ki 7→ j)

〉
. (2.14)

In order to describe the second product ~M, for an arbitrary tree t ∈ tr(n) define
another tree t∗ ∈ tr(n), which is t with a unary vertex added in the middle of each
internal edge of t. Choose a function A : E(t) → Ob Op, e 7→ Ae. Consider a family of
operad polymodules Pv ∈ Ain(v)-mod-Aou(v), v ∈ v(t). Extend family P to a family P∗

indexed by v ∈ v(t∗) assigning operads Ae to new unary vertices e ∈ e(t) = v(t∗)− v(t).
There are two natural ways to get t∗ from a 2-cluster tree based on t. The first list of

subtrees of t∗ consists of trees

t′v =
s ss ,

which is the corolla τ [|v|] ⊂ t with unary vertices added on internal edges from in(v)∩e(t).
The second list of subtrees of t∗ consists of trees t′′v = t(|v|) (see (2.1)) if v ∈ v(t)− {rv}
and of t′′rv = τ [| rv |]. Clearly, t∗ = It(t

′
v | v ∈ v(t)) = It(t

′′
v | v ∈ v(t)). This gives two
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morphisms in AInp(t)-mod-Aroot edge(t) along pairs of edges of the square

~V(t∗)(P∗v)v∈v(t∗)
α

∼=
→ ~V(t)(~V(t′′v)(P

∗
u)u∈v(t′′v ))v∈v(t)

~V(t)(~V(t′v)(P
∗
u)u∈v(t′v))v∈v(t)

α ∼=↓
~V(t)(λv) → ~V(t)(Pv)v∈v(t)

~V(t)(ρv)↓ (2.15)

where the morphism of Ain(v)-mod-Aou(v)

λv =
〈
~V(t′v)((Ae)e∈in(v)∩e(t);Pv)→ ~V(t(|v|1))((Ae)e∈in(v);Pv)

λ−→ Pv
〉

is the left action including insertion of operad units on places indexed by e ∈ in(v)\e(t) (see
(2.1) and (2.10)), ρv : ~V(t′′v)(Pv;Aou(v)) → Pv ∈ Ain(v)-mod-Aou(v) is right action (2.10)
if v is not a root vertex, and ρrv = idPrv . By definition, for t 6= | the tensor product
~M(t)(Pv)v∈v(t) is the coequaliser of pair of morphisms (2.15) in AInp(t)-mod-Aroot edge(t).
In the case of t = | we define ~M(|)()(z) = Aroot edge(|)(z), z ∈ N, the regular Aroot edge(|)-
bimodule.

When t is a corolla, then t∗ = t and all maps in (2.15) are identity maps. Thus, there

is an isomorphism ι =
〈
P
∼=−→ ~V(τ [n])(P)

∼=−→ ~M(τ [n])(P)
〉
. Isomorphism α between

iterated tensor product and a single product follows from properties of colimits. For
the same reasons isomorphisms α and ι satisfy necessary equations, turning M into a
Cat-multicategory.

Starting with an arbitrary symmetric V-multicategory C we have a lax Cat-multi-
functor hom : B → V, see Section 2.21. There is also a lax Cat-multifunctor M →
V, ((Ai)i∈I ;P;B) 7→ P. The component π : ~V(t)(Pv)v∈v(t) → ~M(t)(Pv)v∈v(t) is the
canonical morphism. We lift hom to a lax Cat-multifunctor Hom : B → M so that(
B

Hom→M → V
)

= hom. Namely, Hom : B→ M, B 7→ End B, and

((Ai)i∈I ;B) 7→ ((End Ai)i∈I ; hom((Ai)i∈I ;B);End B) = Hom((Ai)i∈I ;B).

3. Morphisms with several entries

Here we give support to the observation that morphisms with n entries of algebras over
operads form an n∧1-operad module. In particular, we find this module for A∞-algebras.
From now on we assume tacitly that V = dg. When the differential is not concerned we
may use V = gr.

3.1. Main source of n ∧ 1-operad modules. Starting with an arbitrary symmetric
dg-multicategory C we get a dg-operad E(X) = End X for any object X and an n ∧ 1-
module Hom = (End A1, . . . ,End An;H;End B) for any family A1, . . . , An, B in ObC

(End X)(v) = C(vX;X),

H(j1, . . . , jn) = hom(A1, . . . , An;B)(j1, . . . , jn) = C
(
(j
i

Ai)
n
i=1;B

)
.
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The right action

ρ(jip) :
[⊗
p∈k

H
(
(jip)i∈n

)]
⊗ (End B)(k) =

[⊗
p∈k

C
(
(j
i
pAi)

n
i=1;B

)]
⊗ C(kB;B)

→ C
(
(`
i

Ai)
n
i=1;B

)
= H

(
(`i)ni=1

)
,

where `i =
∑k

p=1 j
i
p, equals to the multicategory composition µφ, which corresponds to

the map φ : l1 t · · · t ln → k, whose restriction to li is isotonic and sends exactly jip
elements to p ∈ k.

The left action

λ(jip) :
[⊗
i∈n

ki⊗
p=1

(End Ai)(j
i
p)
]
⊗H

(
(ki)ni=1

)
→ H

(( ki∑
p=1

jip

)n
i=1

)
,

that is,

λ(jip) :
[⊗
i∈n

ki⊗
p=1

C(j
i
pAi;Ai)

]
⊗ C

(
(k
i

Ai)
n
i=1;B

)
→ C

(
(`
i

Ai)
n
i=1;B

)
with `i =

∑ki

p=1 j
i
p, equals to the multicategory composition µψ, corresponding to the

isotonic map ψ = t t . : tni=1 tk
i

p=1 j
i
p → tni=1 tk

i

p=1 1, which sends exactly jip elements
to the element of the target indexed by (i, p). Notice that ρ∅ : (End Y )(0) = C(;Y ) =
H(0, . . . , 0) is the identity map.

3.2. Example. In particular, reasoning of Section 3.1 applies to the symmetric dg-mul-
ticategory C = Ck and for any (n+ 1)-tuple (X1, . . . , Xn;Y ) of complexes gives an n ∧ 1-
operad module

(End X1, . . . ,End Xn; hom(X1, . . . , Xn;Y );End Y ),

H(j1, . . . , jn) = hom(X1, . . . , Xn;Y )(j1, . . . , jn) = Ck
(
(j
i

Xi)
n
i=1;Y

)
.

The case of n = 0 gives H = Y . The left action

λ(jip) :
[⊗
i∈n

ki⊗
p=1

Ck(
jipAi;Ai)

]
⊗ Ck

(
(k
i

Ai)
n
i=1;B

)
→ Ck

(
(`
i

Ai)
n
i=1;B

)
, (⊗i ⊗p gip)⊗ f 7→ h

with `i =
∑ki

p=1 j
i
p is found as

h =
[
⊗i∈nT `iAi

⊗i∈nλγi→ ⊗i∈n ⊗p∈kiT jipAi

⊗i∈n⊗p∈kigip→ ⊗i∈n T kiAi
f→ B

]
The right action

ρ(jip) :
[⊗
p∈k

Ck
(
(j
i
pAi)

n
i=1;B

)]
⊗ Ck(

kB;B) → Ck
(
(`
i

Ai)
n
i=1;B

)
, (⊗pfp) ⊗ g 7→ h,
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where `i =
∑k

p=1 j
i
p, is found as (see [BLM08, Eq. (6.1.1)] for isomorphism κ)

h =
[
⊗i∈nT `iAi

⊗i∈nλγi→ ⊗i∈n ⊗p∈kT jipAi
κ−1

→ ⊗p∈k ⊗i∈nT jipAi
⊗p∈kfp→ ⊗p∈k B g→ B

]
.

Given an operad O and an n ∧ 1-operad O-module Fn for each n > 0 we define a
morphism of O-algebras with n arguments X1, . . . , Xn → Y as a morphism of nOp1

(O, . . . ,O;Fn;O)→ (End X1, . . . ,End Xn; hom(X1, . . . , Xn;Y );End Y ).

3.3. A∞-morphisms with several entries.

3.4. Proposition. There is the n ∧ 1-operad A∞-module Fn = �>0(nA∞;k{fj | j ∈
Nn − 0};A∞) freely generated as a graded module by elements fj1,...,jn ∈ Fn(j1, . . . , jn),
(j1, . . . , jn) ∈ Nn − 0, of degree 0. The differential for it is given by

f`∂ =
n∑
q=1

x>1∑
r+x+t=`q

λq(r1,x,t1)(
r1, bx,

t1; f`−(x−1)eq)−
k>1∑

j1,...,jk∈Nn−0
j1+···+jk=`

ρ(jip)((fjp)
k
p=1; bk). (3.1)

The first arguments of λ are all 1 ∈ A∞(1) except bx on the only place p = r+1. Fn-maps
are A∞-algebra morphisms A1, . . . , An → B (for algebras written with operations bn).

Proof. Notice that F0 = A∞(0) = 0 by Lemma A.9.
The following lemma is verified straightforwardly.

3.5. Lemma. For dg-operads A1, . . . , An there is a dg-category A1- · · · -An-mod, whose
objects are left n-operad A1- · · · -An-modules and degree t morphisms f : P → Q are
collections of k-linear maps f(k1, . . . , kn) : P(k1, . . . , kn)→ Q(k1, . . . , kn) of degree t such
that [⊗

i∈n

ki⊗
p=1

Ai(j
i
p)

]
⊗ P

(
(ki)ni=1

) λ
(jip)→ P

(( ki∑
p=1

jip

)n
i=1

)
=[⊗

i∈n

ki⊗
p=1

Ai(j
i
p)

]
⊗ Q

(
(ki)ni=1

)
[⊗⊗1]⊗f↓

λ
(jip)→ Q

(( ki∑
p=1

jip

)n
i=1

)f↓

The differential is f 7→ [f, ∂] = f∂ − (−1)f∂f .

A connection on a graded n ∧ 1-operad module P over dg-operads A1, . . . , An, B is
a collection of k-linear maps ∂ : P(j) → P(j) of degree 1, j ∈ Nn, which can be viewed
as functors Z→ k-mod, p 7→ P(j)p, where the category Z comes from the ordered set Z.
All action maps λi, ρ from (2.10) are required to be natural (chain) transformations with
respect to the sum of maps 1⊗a ⊗ ∂ ⊗ 1⊗b in the source, where ∂ denotes the connection
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on the module or the differential in an operad. Equivalently, action maps λ, ρ are chain
transformations, or, equivalently, action maps α from (2.6) are chain transformations.
A connection on a freely generated module P is unambiguously fixed by its value on
generators.

The square ∂2 of a connection ∂ is also a connection (of degree 2). It makes all actions
into chain transformations with respect to the sum of maps 1⊗a ⊗ ∂2 ⊗ 1⊗b in the source
(where ∂2 vanishes if applied to an operad). In particular, ∂2 : P → P is a morphism
of graded left n-operad A1- · · · -An-modules of degree 2 as defined in Lemma 3.5. If ∂2

vanishes, (P, ∂) becomes an n ∧ 1-operad dg-module.

3.6. Lemma. Fn is an n ∧ 1-operad dg-module.

Proof. Recall that the differential in the operad A∞ is given by

bn.∂ = −
p>1, a+c>0∑
a+p+c=n

µ(a1, bp,
c1; ba+1+c).

Let us prove that ∂2 = 0 for connection ∂ given by (3.1). Let us verify this on generators:

f`∂
2 =

n∑
q=1

y>1∑
k+y+m=`q

λq(k1, by,
m1; f`−(y−1)eq .∂) +

n∑
q=1

c>1∑
u+c+v=`q

λq(u1, bc.∂,
v1; f`−(c−1)eq)

−
k>1∑

j1,...,jk∈Nn−0
j1+···+jk=`

ρ((fjp)
k
p=1; bk.∂) +

k>1∑
j1,...,jk∈Nn−0
j1+···+jk=`

k∑
p=1

ρ(fj1 , . . . , fjp−1 , fjp .∂, fjp+1 , . . . , fjk ; bk)

=
n∑
q=1

y>1∑
k+y+m=`q

n∑
p=1

y>1∑
u+h+v=`q−y+1

λq(k1, by,
m1;λp(u1, bh,

v1; f`−(y−1)eq−(h−1)ep)) (3.2)

−
n∑
q=1

∑
c>1

∑
r+c+t=`q

k>1∑
j1,...,jk∈Nn−0

j1+···+jk=`−(c−1)eq

λq(r1, bc,
t1; ρ((fjp)p; bk)) (3.3)

−
n∑
q=1

c>1∑
u+c+v=`q

y>1∑
x+y+z=c

λq(u+x1, by,
z+v1;λq(u1, bx+1+z,

v1; f`−(c−1)eq)) (3.4)

−
s>1∑

j1,...,js∈Nn−0
j1+···+js=`

m>1∑
x+m+z=s

ρ((fjp)
s
p=1;µ(x1, bm,

z1; bx+1+z)) (3.5)

+
n∑
q=1

k>1∑
j1,...,jk∈Nn−0
j1+···+jk=`

k∑
p=1

c>1∑
x+c+z=jqp

ρ(fj1 , . . . , fjp−1 , λ
q(x1, bc,

z1; fjp−(c−1)eq), fjp+1 , . . . , fjk ; bk)

(3.6)
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−
k>1∑

y1,...,yk∈Nn−0
y1+···+yk=`

k∑
p=1

m>1∑
t1,...,tm∈Nn−0
t1+···+tm=yp

ρ(fy1 , . . . , fyp−1 , ρ(ft1 , . . . , ftm ; bm), fyp+1 , . . . , fyk ; bk). (3.7)

Summands of (3.2) pairwise cancel each other if p 6= q. Also summands of (3.2) with p = q
pairwise cancel each other if output of by does not become an input of bh. The remainder
of (3.2) cancels with sum (3.4). Sums (3.3) and (3.6) cancel each other. Identifying
in sums (3.5) and (3.7) the index s with k + m − 1 and the sequence (j1, . . . , js) with
the sequence (y1, . . . , yp−1, t1, . . . , tm, yp+1, . . . , yk) we see that they cancel. Therefore, ∂2

vanishes.

The image of f`∂ in hom((sAi)i; sB) is

n∑
q=1

x>1∑
r+x+t=`q

[
⊗i∈nT `isAi

1⊗(q−1)⊗(1⊗r⊗bx⊗1⊗t)⊗1⊗(n−q)

→

T `
1

sA1 ⊗ · · · ⊗ T `
q−1

sAq−1 ⊗ T r+1+tsAq ⊗ T `
q+1

sAq+1 ⊗ · · · ⊗ T `
n

sAn
f`−(x−1)eq→ sB

]
−

k>1∑
j1,...,jk∈Nn−0
j1+···+jk=`

[
⊗i∈nT `isAi

⊗i∈nλγi→ ⊗i∈n ⊗p∈kT jipsAi
κ−1

→ ⊗p∈k ⊗i∈nT jipsAi

⊗p∈kfjp→ ⊗p∈k sB bk→ sB
]
.

Isomorphisms λγi and κ are the obvious ones, see [BLM08] for details.
An Fn-algebra map is specified by A∞-algebras A1, . . . , An, B, and a collection of

k-linear degree 0 maps fj : ⊗i∈nT jisAi → sB assigned to generators (fj)j∈Nn−0. It suffices
to satisfy on generators the only requirement that Fn → hom((Ai[1])ni=1;B[1]) be a chain
map. The latter means that the equation holds for all ` ∈ Nn − 0:

f`b1 −
[ n∑
q=1

∑
r+1+t=`q

1⊗(q−1) ⊗ (1⊗r ⊗ b1 ⊗ 1⊗t)⊗ 1⊗(n−q)
]
f` = f`∂.

Explicitly this equation says

n∑
q=1

x>0∑
r+x+t=`q

[
⊗i∈nT `isAi

1⊗(q−1)⊗(1⊗r⊗bx⊗1⊗t)⊗1⊗(n−q)

→

T `
1

sA1 ⊗ · · · ⊗ T `
q−1

sAq−1 ⊗ T r+1+tsAq ⊗ T `
q+1

sAq+1 ⊗ · · · ⊗ T `
n

sAn
f`−(x−1)eq→ sB

]
=

k>0∑
j1,...,jk∈Nn−0
j1+···+jk=`

[
⊗i∈nT `isAi

⊗i∈nλγi→ ⊗i∈n ⊗p∈kT jipsAi

κ−1

→ ⊗p∈k ⊗i∈nT jipsAi
⊗p∈kfjp→ ⊗p∈k sB bk→ sB

]
. (3.8)
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Collections (fj)j∈Nn−0 are in bijection with augmented coalgebra morphisms f : ⊗i∈nTsAi →
TsB. Coherence with augmentation means that(

k ==== ⊗i∈n T 0sAi
f |→ TsB

)
=
(
k ==== T 0sB ⊂ → TsB

)
.

Tensor quivers TsB of A∞-algebras B are dg-coalgebras, whose differential b : TsB →
TsB has the components bk : T ksB → sB. Equation (3.8) can be rewritten as(

⊗i∈nTsAi
f−→ TsB

b−→ sB
)

=
(
⊗i∈nTsAi

∑n
i=1 1⊗(i−1)⊗b⊗1⊗(n−i)

→ ⊗i∈n TsAi
f−→ sB

)
.

In other terms, f is an augmented dg-coalgebra morphism. These are A∞-morphisms
A1, . . . , An → B by definition, see [BLM08].

4. Composition of morphisms with several arguments

The mechanism which provides an associative composition of morphisms with several
arguments is that of convolution product in the module of linear maps from a coalge-
bra to an algebra. The part of a coalgebra is played by a colax Cat-multifunctor. A
lax Cat-multifunctor Hom comes in place of an algebra. The convolution product of
these multifunctors gives a multicategory structure to the collection of A∞-algebras and
A∞-morphisms with several arguments.

We shall show that A∞-modules Fn form a polymodule cooperad, that is, a colax
Cat-multifunctor F : F → M, where the category M of operad polymodules is described
in Definition 2.12. Here (strict) Cat-operad F has (1-element set of objects), F(I) = 1 is
the terminal category for any I ∈ Osk, 1-morphism ~ : >>1F→ F is the unique one.

A general polymodule cooperad amounts to the following data: an operad A = F (∗),
for each I ∈ Osk an I ∧ 1-A-module FI , for each tree t a morphism ∆(t) : FInp t →
~M(t)(F|v|)v∈v(t) of Inp(t) ∧ 1-A-modules such that for any corolla t = τ [n] normalization
holds: (

Fn
∆(τ [n])→ ~M (τ [n])(Fn)

∼=→ Fn
)

= 1, (4.1)

for all 2-cluster trees (t; (tv)v∈v(t)) assembled to θ = It(tv | v ∈ v(t)) multiplicativity holds:

FInp t
∆(t) → ~M(t)(F|v|)v∈v(t)

=

~M(θ)(F|w|)w∈v(θ)

∆(θ)↓
∼=→ ~M(t)

(
~M(tv)(F|u|)u∈v(tv)

)
v∈v(t)

~M(t)(∆(tv))↓ (4.2)

We are interested in the cases of A = A∞, A∞, Ahu
∞ and Ahu

∞.

4.1. Exercise. Write down explicitly equation (4.2) in two cases:

(a) t = t(n1) = (n
id−→ n→ 1), tv = | for v ∈ n, trv(t) = τ [n] = (n→ 1);

(b) t = t(n) = (n→ 1→ 1), t1 = τ [n], trv(t) = |.
Conclude that for the tree | the operad A-bimodule map ∆(|) : F1 → A plays the part

of a counit for ∆.
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4.2. Definition. A system of polymodules and their maps (A, F•,∆) is called coasso-
ciative if for all 2-cluster trees (t; (tv)v∈v(t)) such that all (but one) trees tv are corollas
τ [|v|], v ∈ v(t)− {x}, equation (4.2) holds.

4.3. Proposition. Assume that coassociative (A, F•,∆) satisfies normalization (4.1).
Then (A, F•,∆) satisfies multiplicativity (4.2) for all 2-cluster trees, thus, it is a polymod-
ule cooperad.

Proof. Let us enumerate internal vertices of t as {v1, . . . , vk} = v(t). Associate with
a 2-cluster tree (t; (tv)) a sequence of trees and 2-cluster trees: t0 = t, (t0; (t1v)v∈v(t0)) =
(t; tv1 , corollas) (2-cluster tree in which tv1 is associated to the vertex v1 and corollas τ [|v|]
are associated to other vertices v), t1 = I(t; tv1 , corollas) with {vi | i > 1} ↪→ v(t1),
(t1; (t2v)v∈v(t1)) = (t1; tv2 , corollas), t2 = I(t1; tv2 , corollas) with {vi | i > 2} ↪→ v(t2), and so
on, (tk−1; (tkv)v∈v(tk−1)) = (tk−1; tvk , corollas), tk = I(tk−1; tvk , corollas) = It(tvi | 1 6 i 6 k).
Let us write several coassociativity relations omitting the structure isomorphisms for the
product ~M:

FInp t
∆(t) → ~M(t)(F|v|)v∈v(t)

=

FInp t

wwwww
∆(t1) → ~M(t)

(
~M(t1v)(F|u|)u∈v(t1v)

)
v∈v(t)

~M(t)(∆(tv1 ),1,...,1)↓

=

FInp t

wwwww
∆(t2) → ~M(t1)

(
~M(t2v)(F|u|)u∈v(t2v)

)
v∈v(t1)

~M(t1)(1,∆(tv2 ),...,1)↓

. . .

FInp t

wwwww
∆(tk−1)→ ~M(tk−2)

(
~M(tk−1

v )(F|u|)u∈v(tk−1
v )

)
v∈v(tk−2)

...↓

=

FInp t

wwwww
∆(tk) → ~M(tk−1)

(
~M(tkv)(F|u|)u∈v(tkv)

)
v∈v(tk−1)

~M(tk−1)(1,...,1,∆(tvk ))↓

Composition in the right column equals ~M(t)(∆(tv)), therefore, (4.2) is deduced.

Viewing (system of A-modules) F : F→ M as a coalgebra and Hom : B→ M (coming
from a symmetric multicategory C) as an algebra we consider homomorphisms between
them (in the sense of M) and they have to form an algebra as well. So we define a
multiquiver H whose objects are A-algebras (B,αB : A→ End B) with

H((Ai, αAi)i∈I ; (B,αB))

= {((αAi)i∈I ;φ;αB) ∈ M
(
(IA;FI ;A), ((End Ai)i∈I ; hom((Ai)i∈I ;B);End B)

)
}.

Let us define a multicategory composition for it. For any tree t and any collection of
A-algebras αe : A → End Ae, e ∈ E(t), assume given |v| ∧ 1-operad module morphisms
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for v ∈ v(t):(
(αe)e∈in(v); gv;αv

)
:
(

in(v)A;Fin(v);A
)

→
(
(End Ae)e∈in(v); hom((Ae)e∈in(v);Aou(v));End Aou(v)

)
.

Then their composition is defined as
(
(αe)e∈Inp t; comp(t)(gv);αroot edge(t)

)
, where

comp(t)(gv) =
[
FInp t

∆(t)→ ~M (t)(F|v|)v∈v(t)
~M(t)(gv)→

~M (t)
(
Hom((Ae)e∈in(v);Aou(v))

)
v∈v(t)

comp(t)→ Hom((Aa)a∈Inp t;Aroot edge(t))
]
. (4.3)

4.4. Exercise. The composition in H is strictly associative.

4.5. Comultiplication under A∞. Taking tensor coalgebra of a graded k-module
gives morphism of multiquivers to multicategory of differential graded augmented counital
coassociative coalgebras Ts : H ⊂ → dgac. We wish to define a colax Cat-multifunctor
F : F → M such that Ts becomes a multifunctor. The following statements follow from
results of [BLM08].

4.6. Proposition. [See Proposition 6.8 of [BLM08]] A T>1-coalgebra C in dg is a coas-
sociative coalgebra (C,∆ : C → C ⊗ C) in dg such that

C = colim
k→∞

Ker
(
∆

(k)
: C → C⊗k

)
.

4.7. Corollary. [See Corollary 6.11 of [BLM08]] Let C be a T>1-coalgebra in dg, and
let B ∈ Obdg be a complex. Then there is a natural bijection

dgT>1(C, T>1B)→ dg(C,B), (f : C → T>1B) 7→
(
C

f→ T>1B
pr1→ B

)
,

where dgT>1 is the category of T>1-coalgebras in dg.

4.8. Proposition. [See Corollary 6.18 and Proposition 6.19 of [BLM08]] The full and
faithful functor

T61 : dgT>1 → dgac, (C,∆) 7→(
k⊕ C,∆0 = pr1 ·∆ · (in1⊗ in1) + id⊗ in0 + in0⊗ id− pr0 ·(in0⊗ in0), ε = pr0, η = in0

)
makes dgT>1 into a symmetric Monoidal subcategory of dgac.

4.9. Corollary. An arbitrary augmented dg-coalgebra A = ⊗i∈ITAi comes from a
T>1-coalgebra A	 k and there is a natural bijection

dgac(⊗i∈ITAi, TB)→ dg((⊗i∈ITAi)	 k, B),

(f : ⊗i∈ITAi → TB) 7→
(
(⊗i∈ITAi)	 k f |→ T>1B

pr1→ B
)
.
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Recall full and faithful embedding Ts : A∞ ⊂ → dgac of multicategory of A∞-algebras
into the multicategory of differential graded augmented counital coassociative coalgebras
over k. In this way F obtains a unique colax Cat-multifunctor structure ∆(t). Let us
describe the details.

An A∞-algebra B is taken by Ts to the tensor coalgebra (TsB,∆0, ε, η), where TsB =
⊕∞n=0T

nsB = ⊕∞n=0(B[1])⊗n, ∆0 is the cut comultiplication

∆0(x1 ⊗ · · · ⊗ xn) =
n∑
i=0

(x1 ⊗ · · · ⊗ xi)⊗ (xi+1 ⊗ · · · ⊗ xn),

ε = pr0 : TsB . T 0sB = k is the counit and η = in0 : k = T 0sB ⊂ → TsB is the
augmentation.

The differential b : TsB → TsB, deg b = 1, has matrix entries bn,k : T nsB → T ksB,

bn,k =
a+1+c=k∑
a+p+c=n

1⊗a ⊗ bp ⊗ 1⊗c, where bp = (−1)n(σ⊗p)−1 ·mp · σ : T psB → sB

for p > 1, b0 = 0, and σ : B → sB = B[1], x 7→ x, is the shift map (the suspension),
deg σ = −1, deg bp = 1. Here mp : T pB → B, degmp = 2−p, are linear maps representing
generators mp ∈ A∞(p) for p > 2 and m1 : B → B is the differential in the complex B.

A∞-algebra morphisms f : (Ai)i∈n → B, are taken by Ts to the augmented coalgebra
chain homomorphisms f : ⊗i∈nTsAi → TsB, whose compositions with the projections
prl : TsB → T lsB are given by

f · prl =
[
TsA1 ⊗ · · · ⊗ TsAn

∆
(l)
0 ⊗···⊗∆

(l)
0→ (TsA1)⊗l ⊗ · · · ⊗ (TsAn)⊗l

κn,l→ (TsA1 ⊗ · · · ⊗ TsAn)⊗l
f̌⊗l→ (sB)⊗l

]
, (4.4)

where the restriction of f̌ to T j
1
sA1 ⊗ · · · ⊗ T j

n
sAn is given by the component

fj = f · pr1 : T j
1

sA1 ⊗ · · · ⊗ T j
n

sAn → sB.

It is the linear map that represents the generator fj ∈ Fn(j1, . . . , jn). The symmetry
κn,l = csn,l corresponds to the permutation sn,l of the set {1, 2, . . . , nl},

sn,l(1 + t+ kl) = 1 + k + tn for 0 6 t < l, 0 6 k < n.

Detailed description of map (4.4) on direct summands is[⊗
a∈n

T j
a

sAa
⊗n∆

(l)
0→
⊗
a∈n

⊕
∑l
q=1 r

a
q=ja

⊗
p∈l

T r
a
psAa

∼−→
⊕

∑l
q=1 r

a
q=ja

⊗
a∈n

⊗
p∈l

T r
a
psAa

⊕κn,l→
⊕

∑l
q=1 r

a
q=ja

⊗
p∈l

⊗
a∈n

T r
a
psAa

∑
⊗p∈lf(rap )a∈n→

⊗
p∈l

sB = T lsB
]
. (4.5)
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In order to describe the composition of A∞-morphisms with several entries let us for-
get about differentials for a moment. Thus we consider graded augmented coalgebras
TsA, A ∈ k-mod, equipped with the cut comultiplication. The multicategory gaC of
graded augmented coalgebras comes from the symmetric monoidal category of those,
gaC((Ci)

n
i=1;D) = gaC(⊗ni=1Ci;D). Multicategory composition along a tree t

µgaC(t) :
∏
v∈v(t)

gaC((Ce)e∈in(v);Cou(v))→ gaC((Ca)a∈Inp t;Croot edge)

is the composition of graded augmented coalgebra homomorphisms, tensored with identity
morphisms,

µgaC(t) :
∏
v∈v(t)

gaC
( ⊗
e∈in(v)

Ce, Cou(v)

)
→ gaC

( ⊗
a∈Inp t

Ca, Croot edge

)
, (gv) 7→ µgaC(t)(gv)v∈v(t).

(4.6)
In particular, this holds for Ce = TsAe. Then (4.4)–(4.5) describe a bijection

gaC
( ⊗
e∈in(v)

TsAe, T sAou(v)

) ∼= ∏
k∈Nin(v)−0

gr
( ⊗
e∈in(v)

T k
e

sAe, sAou(v)

)
=

∏
k∈Nin(v)−0

hom((sAe)e∈in(v); sAou(v))(k)0,

with the help of the gr-multicategory C = gr.

We are going to provide comultiplication ∆G in F such that µgaC(t)(gv)v∈v(t) · prj,
j ∈ NInp t, is the image of fj under the map

FInp t(j)
∆G(t)→ ~G (t)(F|v|)v∈v(t)(j)

~G(t)(gv)→ ~G (t)(hom((sAe)e∈in(v); sAou(v)))v∈v(t)(j)
comp(t)→ hom((sAa)a∈Inp t; sAroot edge(t))(j). (4.7)

Let j ∈ NInp t and let τ denote a t-tree t→ Osk such that |τ(a)| = ja for all a ∈ Inpv t.
By definition

~G(t)(F|v|)v∈v(t)(j) =
t-tree τ∐

∀a∈Inpv t |τ(a)|=ja

v∈v(t)⊗ p∈τ(v)⊗
F|v|

((
|τ(e)−1(p)|

)
e∈in(v)

)
, (4.8)

~G(t)(hom((Ae)e∈in(v);Aou(v)))v∈v(t)(j)

=
t-tree τ∐

∀a∈Inpv t |τ(a)|=ja

v∈v(t)⊗ p∈τ(v)⊗
dg(⊗e∈in(v)T |τ(e)−1(p)|Ae, Aou(v)).

A tree r is surjective if |v| > 0 for all v ∈ v(r). Since F0 = 0 and Fn(0) = 0, n > 0,
the summation in expression (4.8) extends precisely over t-trees τ such that

— ∀ v ∈ v(t) |v| = 0 =⇒ τ(v) = ∅;
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— ∀ v ∈ v(t) |v| > 0 =⇒
(
∀ p ∈ τ(v) ∃ e ∈ in(v) τ(e)−1(p) 6= ∅

)
.

The two conditions can be combined into a single one:
— the obvious map tu∈inV(v)τ(u)→ τ(v) is surjective for all internal vertices v of t.
Equivalently, the tree τ̃ is surjective. In this case we say that τ is surjective.

The number of surjective trees τ̃ is finite. Hence, the number of tree mappings τ̃ → t
is finite, and the number of surjective t-trees τ is finite as well. Thus direct sum (4.8) is
finite.

4.10. Proposition. Define for a tree t the degree 0 graded Inp(t)∧ 1-A∞-module homo-
morphism ∆G(t)(j) : FInp t(j)→ ~G(t)(F|v|)v∈v(t)(j) on generators as

∆G(t)(fj) =

surjective t-tree τ∑
∀a∈Inpv t |τ(a)|=ja

⊗v∈v(t) ⊗p∈τ(v) f|τ(e)−1(p)|e∈in(v) . (4.9)

In particular, for the tree t = | the A∞-bimodule homomorphism ∆G(|)(j) : F1(j) →
k(j) = δj1k is determined by ∆G(|)(fj) = δj1, j > 1. Then this comultiplication is
normalized and multiplicative in the sense of (4.1), (4.2) with ~M replaced with ~G.
Thus, (A∞, F•, ∆

G) is a graded polymodule cooperad.

Proof. First we show that (4.7) takes fj to µgaC(t)(gv)v∈v(t) · prj. That is, we get it
applying comp(t) to

surjective t-tree τ∑
∀a∈Inpv t |τ(a)|=ja

⊗v∈v(t) ⊗p∈τ(v)
(
gv|τ(e)−1(p)|e∈in(v) : ⊗e∈in(v)T |τ(e)−1(p)|sAe → sAou(v)

)
, (4.10)

where comp(t) restricted to the summand indexed by τ is given by (2.11). Here deg gv∗ = 0.
This is a form of a recipe how to compose graded augmented coalgebra morphisms of the
type ĝ : ⊗ke=1TAe → TB of tensor coalgebras with cut comultiplication ∆0. In order to
elucidate this recipe, let us represent ĝv via its components gv in two ways. The first
formula is a direct consequence of the augmented coalgebra morphism properties, see
[BLM08, diagram (8.25.1)]. Thus, the morphism ĝ of augmented coalgebras is recovered
from its components g(ne)e : ⊗ke=1T

neAe → B, (ne)e ∈ Nk, g0 = 0, as

ĝ · prm =
( k⊗
e=1

T n
e

Ae
⊗ke=1∆

(m)
0→

k⊗
e=1

∑
∑
p r

e
p=ne

m⊗
p=1

T r
e
pAe

∼=−→
∑

∑
p r

e
p=ne

m⊗
p=1

k⊗
e=1

T r
e
pAe

∑
⊗mp=1g(rep)e→

m⊗
p=1

B
)
.

This can be written in second form close to (4.10) for corolla t = τ [k]:

ĝ · prm =

surjective t-tree τ∑
∀16e6k |τ(e)|=ne
|τ(rv)|=m

⊗v∈v(τ [k]) ⊗p∈τ(v)
(
gv|τ(e)−1(p)|ke=1

: ⊗ke=1T
|τ(e)−1(p)|Ae → B

)
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with significant distinction: τ(rv) is not a singleton here. Of course, v(τ [k]) = {rv} and
τ(rv) = m.

This observation allows to compute some subsums of (4.10) and this expression takes
the form

k(rv)=1∑
k:v(t)→N

⊗v∈v(t)
(
ĝv : ⊗u∈inV(v)TK(u)sAou(u) → T k(v)sAou(v)

)
, (4.11)

where the function K : v(t)→ N is the only extension of k such that K|v(t) = k, K(a) = ja

for a ∈ Inpv(t). Here augmented coalgebra homomorphisms ĝv : ⊗u∈inV(v)TsAou(u) →
TsAou(v) come into play. Application of comp(t) to (4.11) will give µgaC(t)(ĝv) · pr1 due
to imposed condition k(rv) = 1. Besides, without this restriction (4.11) would give the
composition µgaC(t)(ĝv).

Multiplicativity (4.2) of comultiplication ∆G it suffices to check on generators fj. We
have

~G (t)(∆G(tv))(∆
G(t)(fj)) = ~G(t)(∆G(tv))

surjective t-tree τ∑
∀a∈Inpv t |τ(a)|=ja

⊗v∈v(t) ⊗p∈τ(v) f|τ(e)−1(p)|e∈in(v)

=

surjective t-tree τ∑
∀a∈Inpv t |τ(a)|=ja

⊗v∈v(t) ⊗p∈τ(v)

surjective tv-tree τpv∑
∀c∈Inpv tv=inV(v)
τpv (c)=τ(ou(c))−1(p)

⊗u∈v(tv) ⊗q∈τ
p
v (u) f|τpv (e)−1(q)|e∈in(u) . (4.12)

The natural isomorphism, interchanging the second and the third tensor products, iden-
tifies this with

∆G(θ)(fj) =

θ-tree T
τ̃ ,τ̃pv−surjective∑
∀a∈Inpv t |τ(a)|=ja

⊗w∈v(θ) ⊗r∈T (w) f|T (e)−1(r)|e∈in(w)
(4.13)

once we explain how to construct T departing from t, τ , (tv), (τ pv )pv.
The first and the third tensor products from (4.12) combine to ⊗v(θ) due to known

relation v(θ) =
⊔
< v∈v(t) v(tv) for θ = It(tv | v ∈ v(t)). The second and the fourth tensor

products from (4.12) combine to ⊗T (w) provided T (w) = T (v, u) =
⊔
< p∈τ(v) τ

p
v (u), where

w = (v, u) is an internal vertex of θ. The same formula is used when w = (v, u) is an
input vertex of θ, namely, v ∈ v(t) and u ∈ Inpv tv ∩ Inpv θ ∼= inV(v) ∩ Inpv t. For such
(v, u) we have

T (v, u) =
⊔
<

p∈τ(v)

τ pv (u) ∼=
⊔
<

p∈τ(v)

τ(u→ v)−1(p) = τ(u). (4.14)

For Ē(t) = E(t) − {root edge} we have Ē(θ) = tv∈v(t)Ē(tv). Thus each edge in Ē(θ) is
represented by a vertex v ∈ v(t) and an edge (e : u→ w) ∈ Ē(tv). The collection T ( , )
is made into a θ-tree using maps⊔

<
p∈τ(v)

τ pv (e) : T (v, u) =
⊔
<

p∈τ(v)

τ pv (u)→
⊔
<

p∈τ(v)

τ pv (w) = T (v, w).
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It is clear how to get τ , (τ pv )pv from T . This identifies expressions (4.12) and (4.13).
Surjectivity of τ̃ is necessary for surjectivity of T̃ . Since surjectivity condition means
non-vanishing of indices of f•, T̃ is surjective iff τ̃ and (τ̃ pv )pv are.

4.11. Remark. Let us show that T satisfies also the relation T̃ = Iτ̃ (τ̃
p
v | v ∈ v(t), p ∈

τ(v)). An input vertex (u, q) ∈ Inpv τ̃ pv consists of a vertex u ∈ Inpv tv ∼= inVt(v) and an
element q ∈ τ pv (u) ∼= τ(u → v)−1(p), which is the same as an edge (u, q) → (v, p) in τ̃ ,
that is, (u, q) ∈ inVτ̃ (v, p). Thus, Inpv τ̃ pv

∼= inVτ̃ (v, p) and (τ̃ ; (τ̃ pv ) | v ∈ v(t), p ∈ τ(v)) is
a 2-cluster tree. The set of internal vertices of I(τ̃ ; (τ̃ pv )) is

v(I(τ̃ ; (τ̃ pv ))) =
⊔

(v,p)∈v(τ̃)

v(τ̃ pv ) =
⊔
v∈v(t)

⊔
p∈τ(v)

⊔
u∈v(tv)

τ pv (u)

∼=
⊔
v∈v(t)

⊔
u∈v(tv)

⊔
p∈τ(v)

τ pv (u) =
⊔

w∈v(θ)

T (w) = v(T̃ ).

Due to (4.14) input edges satisfy

Inp I(τ̃ ; (τ̃ pv )) ∼= Inp τ̃ ∼= Inp T̃ .

Equip v(τ̃) = tv∈v(t)τ(v) with partial order as disjoint union of totally ordered sets.
This order is the extra datum which allows to restore τ from τ̃ . Similarly we do for v(τ̃ pv ),
v ∈ v(t), p ∈ τ(v) and for v(T̃ ). In order to describe the total order on fibres T (v, u) of
the map T̃ → I(t, (tv)) represent its set of vertices as

v(T̃ )− {rv(T̃ )} =
⊔

(v,p)∈v(τ̃)

(v(τ̃ pv )− {rv(τ̃ pv )}).

Although the partial order on v(T̃ )−{rv(T̃ )} differs from the order on
⊔
< (v,p)∈v(τ̃)(v(τ̃ pv )−

{rv(τ̃ pv )}), these two agree on fibres T (v, u) =
⊔
< p∈τ(v) τ

p
v (u). In fact, for q ∈ τ pv (u),

q′ ∈ τ p′v (u) the inequality in the second sense (v, p, u, q) < (v, p′, u, q′) holds iff p < p′ or
(p = p′ and q < q′) iff (p, q) < (p′, q′) in

⊔
< p∈τ(v) τ

p
v (u).

4.12. Example. Consider the V-operad As1 with As1 (n) = 1 ∈ ObV for n > 0. Con-
sider the n ∧ 1-operad As1 -module FAs1 n with FAs1 n(j) = 1 for all j ∈ Nn. Actions
of As1 on FAs1 n are given by multiplication for 1. We claim that there is a canonical
isomorphism

~M(t)(FAs1 |v|)v∈v(t)
∼= FAs1 Inp t .

In fact this holds true for t = | or corolla t, see Section 2.22. If g is an internal edge of t
with tail(g) = w, head(g) = v there is a unary vertex u ∈ v(t∗) as shown:

e q w
g′ qu
g′′ qv

, g = g′ · g′′.



A∞-MORPHISMS WITH SEVERAL ENTRIES 1539

Correspondingly, coequaliser (2.15) contains the following pieces (partial coequalisers).
For any t∗-tree τ ∗ denote τ = τ ∗

∣∣
t
. One morphism is

p∈τ(w)⊗
FAs1 |w|

(
|τ ∗(e)−1(p)|e∈int∗ (w)

)
⊗

q∈τ∗(u)⊗
As1

(
|τ ∗(g′)−1(q)|

)
⊗

r∈τ(v)⊗
FAs1 |v|

(
|τ ∗(f)−1(r)|f∈int∗ (v)

) ∼=−→
p∈τ(w)⊗

FAs1 |w|
(
|τ ∗(e)−1(p)|e∈int∗ (w)

)
⊗

r∈τ(v)⊗ [q∈τ∗(g′′)−1(r)⊗
As1

(
|τ ∗(g′)−1(q)|

)
⊗ FAs1 |v|

(
|τ ∗(f)−1(r)|f∈int∗ (v)

)] 1⊗⊗rλv→
p∈τ(w)⊗

FAs1 |w|
(
|τ ∗(e)−1(p)|e∈int∗ (w)

)
⊗
r∈τ(v)⊗

FAs1 |v|
(
|τ(g)−1(r)|, |τ ∗(f)−1(r)|f∈int∗ (v)−{g′′}

)
due to ∑

q∈τ∗(g′′)−1(r)

|τ ∗(g′)−1(q)| = |τ(g)−1(r)|.

Another morphism is

p∈τ(w)⊗
FAs1 |w|

(
|τ ∗(e)−1(p)|e∈int∗ (w)

)
⊗

q∈τ∗(u)⊗
As1

(
|τ ∗(g′)−1(q)|

)
⊗

r∈τ(v)⊗
FAs1 |v|

(
|τ ∗(f)−1(r)|f∈int∗ (v)

) ∼=−→
q∈τ∗(u)⊗ [p∈τ∗(g′)−1(q)⊗

FAs1 |w|
(
|τ ∗(e)−1(p)|e∈int∗ (w)

)
⊗ As1

(
|τ ∗(g′)−1(q)|

)]
⊗

r∈τ(v)⊗
FAs1 |v|

(
|τ ∗(f)−1(r)|f∈int∗ (v)

) (⊗qρw)⊗1→
q∈τ∗(u)⊗

FAs1 |w|
(
|τ ∗(e · g′)−1(q)|e∈int∗ (w)

)
⊗

r∈τ(v)⊗
FAs1 |v|

(
|τ ∗(f)−1(r)|f∈int∗ (v)

)
due to ∑

p∈τ∗(g′)−1(q)

|τ ∗(e)−1(p)|e∈int∗ (w) = |τ ∗(e · g′)−1(q)|e∈int∗ (w).

These morphisms tensored with identity morphisms are to be coequalised. Notice that
all tensor factors are actually 1. Thus coequaliser (2.15) has the form

t∗−tree τ∗∐
∀a∈Inpv t |τ∗(a)|=za

1
f→
g
→

t−tree τ∐
∀a∈Inpv t |τ(a)|=za

1 → ~M (t)(FAs1 |v|)v∈v(t)(z).
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The summand 1 indexed by τ ∗ is mapped by f (resp. g) identically to the summand 1

indexed by τ = τ ∗
∣∣
t

(resp. by t-tree τ ′ described as follows). Consider a full subcategory
(also a tree) t′ ⊂ t∗, whose vertices belong to

v(t′) = (Inpv t ∪ {rv}) t {middle(e) | e is an internal edge of t}.

Clearly there is an isomorphism t ∼= t′, taking a vertex w to itself if w ∈ Inpv t ∪ {rv} or
to the middle of ou(w) ∈ E(t) if this edge is internal. Thus, the t′-tree τ ′ = τ ∗

∣∣
t′

can be
viewed as a t-tree. Therefore, the part of the equivalence relations indexed by τ ∗ identifies
the summands 1 of ~V(t)(FAs1 |v|) indexed by t-trees τ = τ ∗

∣∣
t

and τ ′ = τ ∗
∣∣
t′
.

With given t-tree τ we associate canonically the t∗-tree τ ∗ such that τ ∗
∣∣
Inp t

= τ
∣∣
Inp t

and each internal edge g is composed of g′ = g and g′′ = id. Thus, τ ∗
∣∣
t

coincides with τ .
For this τ ∗ each internal vertex v joined by an edge with the root vertex is mapped by
τ ′ to τ ′(v) = 1. Repeating this again we get t-tree with value 1 for all internal vertices
joined by a path of two edges with the root vertex, and so on. Finally we conclude that
summand 1 indexed by any t-tree τ is equivalent to the summand 1 indexed by τstd with
τstd(v) = 1 for all v ∈ v(t). Thus, ~M(t)(FAs1 |v|)v∈v(t)(z) = 1 = FAs1 Inp t(z) for any
z ∈ NInp t.

As ∆(t) : FAs1 Inp t → ~M(t)(FAs1 |v|)v∈v(t) we take the identity map. Thus, equa-
tion (4.2) holds, and (As1 ,FAs1 •,∆) is a polymodule cooperad. Composition (4.3) is
nothing else but the composition in the multicategory of monoids in V. As an exercise
the reader might check directly that any summand of ~V will stand for ~M in (4.3).

The case of non-unital algebras is similar. Again ~M(t)(FAs |v|)v∈v(t)
∼= FAs Inp t. The

left hand side is computed using surjective t-trees τ and it can be shown that any such τ
is equivalent in ~M(t) to τ sur

std with

τ sur
std (v) =

{
1, if v ∈ v(t) \ Lv(t),

∅, if v ∈ v(t) ∩ Lv(t).

Again ∆(t) = id : FAs Inp t → ~M(t)(FAs |v|)v∈v(t) makes (As ,FAs•) into a polymodule
cooperad.

We may sum up Proposition 4.10 as follows. Composition (4.6) for Ce = TsAe written
in components

µgaC(t) :
∏
v∈v(t)

∏
k∈Nin(v)−0

gr
( ⊗
e∈in(v)

T k
e

sAe, sAou(v)

)
→

∏
j∈NInp t−0

gr
( ⊗
a∈Inp t

T j
a

sAa, sAroot edge

)
(4.15)

composed with the projection prj is the map

(
(gvk)k∈Nin(v)−0

)
v∈v(t)

7→ comp

surjective t-tree τ∑
∀a∈Inpv t |τ(a)|=ja

⊗v∈v(t) ⊗p∈τ(v) gv|τ(e)−1(p)|e∈in(v) .

Now let us recall the differentials.
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4.13. Proposition. Define comultiplication ∆M(t) for the A∞-polymodule F• and a tree
t via composition with canonical map π

∆M(t)(j) =
[
FInp t(j)

∆G(t)→ ~G (t)(F|v|)v∈v(t)(j)
π→ ~M (t)(F|v|)v∈v(t)(j)

]
(on generators it is still given by (4.9)). For the tree t = | define ∆M(|)(j) : F1(j) →
A∞(j), fj 7→ δj1, j > 1. Then all ∆M(t)(j) are chain maps, thus, (A∞, F•, ∆

M) is a
dg-polymodule cooperad.

Proof. First of all, comultiplication ∆M is multiplicative — it satisfies (4.2), since ∆G

satisfies it. For corollas t the morphism ∆M(t) = ∆G(t) satisfies (4.1).
For any 2-cluster tree (t; (tv)) if ∆M(t) and ∆M(tv), v ∈ v(t), are chain maps, then so

is ∆M(θ) for θ = It(tv | v ∈ v(t)). In fact, multiplicativity equation (4.2) represents ∆M(θ)
as composition of ∆M(t) and tensor product of ∆M(tv). When t is a corolla, ∆M(t) is an
isomorphism, and even an identity morphism (after certain identification). Therefore, it
suffices to prove that ∆M(t) is a chain map for t = | and trees t with two internal vertices.

It suffices also to prove the commutation of ∆M(t) and ∂ on generators:

fj.∆
M(t)∂ = fj.∂∆

M(t) for all trees t and all indices j ∈ NInp t − 0. (4.16)

In fact, any element of Fn, n = | Inp t|, is a sum of elements of the form α
(
(⊗ni=1⊗

ki1+···+kim
p=1

ωip)⊗ (⊗mr=1fkr)⊗ ω
)
, where ωip ∈ A∞(jip), ω ∈ A∞(m), see the first row of the following

diagram

( n⊗
i=1

ki1+···+kim⊗
p=1

A∞(jip)
)
⊗
( m⊗
r=1

FInp t(kr)
)
⊗ A∞(m)

FInp t

((ki1+···+kim∑
p=1

jip

)n
i=1

)α

→

( n⊗
i=1

ki1+···+kim⊗
p=1

A∞(jip)
)
⊗
( m⊗
r=1

~M(t)(F|v|)v∈v(t)(kr)
)
⊗ A∞(m)

1⊗(⊗mr=1∆
M(t))⊗1

↓

~M(t)(F|v|)v∈v(t)

((ki1+···+kim∑
p=1

jip

)n
i=1

)
∆M(t)

↓
α →

This square commutes since ∆M(t) is a Inp(t)∧1-A∞-module homomorphism of degree 0.
Use this square as the top and the bottom faces of a cubical diagram whose vertical edges
are given by the differential ∂. We know that α is a chain map. Apply all 3-arrow-paths

in this cube to the element x = (⊗ni=1 ⊗
ki1+···+kim
p=1 ωip)⊗ (⊗mr=1fkr)⊗ ω from the top vertex.

The equation x.
(
1⊗ (⊗mr=1∆

M(t))⊗1
)
∂ = x.∂(1⊗ (⊗mr=1∆

M(t))⊗1
)

holds by assumption,
hence, the equation x.α∆M(t)∂ = x.α∂∆M(t) holds as well.
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For the tree t = | and a positive integer j we have fj.∆
M(|)∂ = δj1.∂ = 0. On the

other hand,

fj.∂∆
M(|) =

n>1∑
r+n+t=j

(1⊗r⊗ bn⊗ 1⊗t)fr+1+t.∆
M(|)−

l>1∑
i1+···+il=j

(fi1 ⊗ fi2 ⊗· · ·⊗ fil)bl.∆M(|)

= bjχ(j > 1)− bjχ(j > 1) = 0.

Thus, ∆M(|) is a chain map.

Let us prove equation (4.16) for t = {q β−→ n → 1}, β(q) ⊂ {c} ⊂ n, v(t) = {c} t 1.
Thus, Inp(t) = q t {h ∈ n | h 6= c}. Elements of NInp(t) = Nq × Nn−1 are written as
j = (ig, uh | g ∈ q, h ∈ n− {c}). Summands of (4.9) are indexed by t-trees

τ =

un

tucp=1r
q
p · · ·

· · · → uc →→ 1 →
→→

1

tucp=1r
1
p

→
· · ·

→

u1

→
(4.17)

The tree τ occurs in expansion of ∆M(t)(fj) if
∑uc

p=1 r
g
p = ig. Denote rp = (rgp)g∈q ∈ Nq.

Thus,

fj.∆
M(t) =

∞∑
uc=0

r1,...,ruc∈Nq−0∑
∑uc

p=1 rp=i

( uc⊗
p=1

frp

)
⊗ fu.

We find

fj.∆
M(t)∂ =

∞∑
uc=0

r1,...,ruc∈Nq−0∑
∑uc

p=1 rp=i

uc∑
h=1

q∑
g=1

x>1∑
a+x+m=rgh(h−1⊗

p=1

frp

)
⊗ λg(a1, bx,m1; frh−(x−1)eg)⊗

( uc⊗
p=h+1

frp

)
⊗ fu

(4.18)

−
∞∑
kc=0

s1,...,skc∈Nq−0∑
∑kc

p=1 sp=i

kc∑
z=1

∞∑
w=2

l1,...,lw∈Nq−0∑
l1+···+lw=sz

( z−1⊗
p=1

fsp

)
⊗ ρ((flν )

w
ν=1; bw)⊗

( kc⊗
p=z+1

fsp

)
⊗ fk

(4.19)

+
∞∑

uc=0

r1,...,ruc∈Nq−0∑
∑uc

p=1 rp=i

n∑
h=1

w>1∑
a+w+m=uh

( uc⊗
p=1

frp

)
⊗ λh(a1, bw,m1; fu−(w−1)eh) (4.20)

−
∞∑

uc=0

r1,...,ruc∈Nq−0∑
∑uc

p=1 rp=i

∞∑
w=2

u1,...,uw∈Nn−0∑
u1+···+uw=u

( uc⊗
p=1

frp

)
⊗ ρ((fuv)

w
v=1; bw). (4.21)
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Also by (3.1)

fj.∂∆
M(t) =

q∑
g=1

x>1∑
k+x+l=ig

λg(k1, bx,
l1; fj−(x−1)(eg ,0).∆

M(t))

+

h6=c∑
h∈n

w>1∑
a+w+m=uh

λh(a1, bw,
m1; fj−(w−1)(0,eh).∆

M(t))−
∞∑
w=2

j1,...,jw∈NInp t−0∑
j1+···+jw=j

ρ((fjv .∆
M(t))wv=1; bw)

=

q∑
g=1

x>1∑
k+x+l=ig

∞∑
uc=0

s1,...,suc∈Nq−0∑
∑uc

p=1 sp=i−(x−1)eg

λg
(
k1, bx,

l1;
( uc⊗
p=1

fsp

)
⊗ fu

)
(4.22)

+

h6=c∑
h∈n

w>1∑
a+w+m=uh

∞∑
uc=0

r1,...,ruc∈Nq−0∑
∑uc

p=1 rp=i

( uc⊗
p=1

frp

)
⊗ λh

(
a1, bw,

m1; fu−(w−1)eh

)
(4.23)

−
∞∑
w=2

j1,...,jw∈NInp t−0∑
j1+···+jw=j

ρ

((∑
ucv∈N

∀p rp∈Nq−0∑
∑uc1+···+u

c
v−1+u

c
v

p=uc1+···+u
c
v−1+1

rp=iv

( ∑v
α=1 u

c
α⊗

p=1+
∑v−1
α=1 u

c
α

frp

)
⊗ fuv

)w
v=1

; bw

)
.

(4.24)

In the last sum we denote
∑w

v=1 u
c
v by uc, thus,

∑w
v=1 uv = u.

We have that sum (4.18) is equal to sum (4.22) because due to (2.14)

λg
(
k1, bx,

l1; (⊗ucp=1fsp)⊗ fu
)

=
(
⊗h−1
p=1fsp

)
⊗ λg(a1, bx,m1; fsh)⊗

(
⊗ucp=h+1fsp

)
⊗ fu,

where h ∈ N is found from the inequalities

1 6 h 6 uc, a
def
= k −

h−1∑
p=1

sgp > 0, m
def
=

h∑
p=1

sgp − k − 1 > 0.

It suffices to identify sp = rp for p 6= h and sh = rh − (x− 1)eg.
Sum (4.19) equals the subsum of (4.20) with h = c. In fact, identify the following

indices: uv = kv for v ∈ n− {c}, uc = kc + w − 1, sp = rp for 1 6 p < z, lν = rν+z−1 for
1 6 ν 6 w, sp = rp+w−1 for z < p 6 kc. Then (4.19) and (4.20)h=c become equal in the
tensor product over the operad A∞ (containing elements bw).

The subsum of (4.20) corresponding to h 6= c coincides with (4.23).
Finally, sum (4.21) equals sum (4.24). Thus, fj.∆

M(t)∂ = fj.∂∆
M(t).

A. Colimits of algebras over monads

Let > : C→ C be a monad, and let F : C� C> : U be the associated adjunction. Assume
that C is cocomplete and C> has coequalizers. The latter condition is satisfied in each of
the two following cases:
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• C is a complete, regular, regularly co-well-powered category with coequalizers, and
> is a monad which preserves regular epimorphisms [BW05, Proposition 9.3.8].

• C has finite colimits and equalizers of arbitrary sets of maps (with the same source
and target), and > is a monad in C which preserves colimits along countable chains
[BW05, Theorem 9.3.9].

When C> has coequalizers, the category C> is cocomplete by a result of Barr and Wells
[BW05, Corollary 9.3.3]. Our goal in this section is to reprove this result expressing the
colimit in C> through the colimit in C via sufficiently explicit recipe.

A.1. Proposition. Assume that C is cocomplete and C> has coequalizers. Then the
category C> is cocomplete.

Proof. Let I be a small category and let I 3 i 7→ Pi ∈ C> be a diagram in C>. Denote
by C the colimit (coequalizer) of the following diagram in C>

F colim
i

UFUPi

F colim
i

UPi

F colimαi↓
FUF colim

i
UPi

ε→

F can

→
F colim

i
UPi

F colim
i

UFUPi

F colim η
↓ F can

→
(A.1)

where ‘can’ means any canonical map. Equip C = (C, can : F colimi UPi → C) with
maps in C going through the rightmost vertex

Ini =
(
UPi

ini→ colim
i

UPi
η−→ UF colim

i
UPi

U can→ UC
)

=
(
UPi

η−→ UFUPi
UF ini→ UF colim

i
UPi

U can→ UC
)
. (A.2)

We claim that Ini ∈ C> and (C, Ini : Pi → C | i ∈ I) is the colimiting cocone of the
diagram i 7→ Pi in C>.

Let us verify that Ini are morphisms of >-algebras. The exterior of the following
diagram commutes

UFUPi
UFη→ UFUFUPi

UFUF ini→ UFUF colim
i

UPi
UFU can→ UFUC

= =

UPi

αi↓
η → UFUPi

UF ini → UF colim
i

UPi

Uε
↓

U can →

UF ini

→
UC

αC↓
(A.3)
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if and only if

UFUPi
UF ini→ UF colim

i
UPi

U can → UC

=

UPi

αi↓
η → UFUPi

UF ini→ UF colim
i

UPi

U can

↑
(A.4)

Schematically this is the equation f =
(
A

g−→ A
f−→ C

)
, where f = UF ini ·U can : A →

C ∈ C> but g = αi · η ∈ C. By the freeness of >-algebra >A (see the proof of [BW05,
Theorem 3.2.1]) this is equivalent to equation(

>A αA−→ A
f−→ C

)
=
(
>A >g−→ >A αA−→ A

f−→ C
)
.

In detail it is the equation

UFUFUPi
Uε→ UFUPi

UF ini→ UF colim
i

UPi
U can → UC

=

UFUPi

UFαi↓
UFη→ UFUFUPi

Uε → UFUPi
UF ini→ UF colim

i
UPi

U can

↑
(A.5)

Removing the unnecessary U we write it as an equation in C>:

FUFUPi
FUF ini→ FUF colim

i
UPi

ε → F colim
i

UPi
can → C

=

FUPi

Fαi↓
Fη → FUFUPi

FUF ini→ FUF colim
i

UPi
ε→ F colim

i
UPi

can

↑
(A.6)

which holds due to (C, can) being coequalizer of (A.1).
Clearly, Ini : Pi → C is a cocone from the diagram i 7→ Pi. Let us prove that it is an

initial one. Let φi : Pi → Q ∈ C> be an arbitrary cocone from the diagram i 7→ Pi. There

is a unique map β : colimi UPi → UQ ∈ C such that Uφi =
(
UPi

ini→ colimi UPi
β−→ UQ

)
.

It has an adjunct γ = tβ =
(
F colimi UPi

Fβ−→ FUQ
ε−→ Q

)
∈ C>, so that t(Uφi) =(

FUPi
F ini→ F colimi UPi

γ−→ Q
)
. Consequently,

Uφi =
(
UPi

η−→ UFUPi
UF ini→ UF colim

i
UPi

Uγ−→ UQ
)
.

Since φi ∈ C> the exterior of diagram (A.3) commutes, where can and C are replaced
with γ and Q. Therefore, equation (A.4) with the same replacement holds. As ex-
plained above this implies equations (A.5) and (A.6) with the same modification. There-
fore, both paths in diagram (A.1) postcomposed with γ : F colimi UPi → Q from
the top vertex F colimi UFUPi to Q are equal to each other. Hence, γ factorizes as

F colimi UPi
can→ C

ψ−→ Q for a unique ψ ∈ C>.
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A.2. Remark. It is shown in the proof of the above proposition that colimi Pi is the
biggest quotient of F colimi UPi via a regular epimorphism can : F colimi UPi → C =
colimi Pi such that morphisms Ini : UPi → UC ∈ C from (A.2) are morphisms of >-alge-
bras.

A.3. Proposition. Assume that C is cocomplete and C> has coequalizers. Let X ∈ ObC

and A = (UA, α : UFUA→ UA) ∈ ObC>. Then the colimit C = (C, can : F (XtUA)→
C) of the diagram in C>

FUFUA

FUA

Fα
↓

FUF (X t UA)
ε→

FUF in2

→
F (X t UA)

FUFUA

Fη
↓ FUF in2

→
(A.7)

equipped with the morphisms of >-algebras

In1 =
(
FX

F in1→ F (X t UA)
can→ C

)
,

In2 =
(
UA

in2→ X t UA η−→ UF (X t UA)
U can→ UC

)
=
(
UA

η−→ UFUA
UF in2→ UF (X t UA)

U can→ UC
)

(A.8)

is the coproduct FX t A in C>.

Proof. Let us verify that In2 is a morphism of >-algebras. This is equivalent to com-
mutativity of the exterior of the following diagram

UFUA
UFη→ UFUFUA

UFUF in2→ UFUF (X t UA)
UFU can→ UFUC

= =

UA

α
↓

η → UFUA
UF in2 → UF (X t UA)

Uε↓
U can →

UF in2

→
UC

αC↓
(A.9)

which holds if and only if

UFUA
UF in2→ UF (X t UA)

U can → UC

=

UA

α
↓

η → UFUA
UF in2→ UF (X t UA)

U can

↑
(A.10)

Schematically this is the equation f =
(
B

g−→ B
f−→ C

)
, where f = UF in2 ·U can : B →

C ∈ C> but g = α · η ∈ C. By the freeness of >-algebra >B (see the proof of [BW05,
Theorem 3.2.1]) this is equivalent to equation(

>B αB−→ B
f−→ C

)
=
(
>B >g−→ >B αB−→ B

f−→ C
)
.
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In detail it is the equation

UFUFUA
Uε→ UFUA

UF in2→ UF (X t UA)
U can → UC

=

UFUA

UFα
↓

UFη→ UFUFUA
Uε → UFUA

UF in2→ UF (X t UA)

U can

↑
(A.11)

Removing the unnecessary U we write it as an equation in C>:

FUFUA
FUF in2→ FUF (X t UA)

ε → F (X t UA)
can → C

=

FUA

Fα
↓

Fη → FUFUA
FUF in2→ FUF (X t UA)

ε→ F (X t UA)

can

↑
(A.12)

which holds due to (C, can) being coequalizer of (A.7).
Let us prove that (C, In1 : FX → C, In2 : A→ C) is the coproduct FXtA in C>. Let

φ1 : FX → Q ∈ C> and φ2 : A → Q ∈ C>. The maps δ = φt1 =
(
X

η−→ UFX
Uφ1→ UQ)

and Uφ2 : UA→ UQ determine a unique map β : X tUA→ UQ in C. It has an adjunct

γ = tβ =
(
F (XtUA)

Fβ−→ FUQ
ε−→ Q

)
∈ C>, so that φ1 = tδ =

(
FX

F in1→ F (XtUA)
γ−→

Q
)
, t(Uφ2) =

(
FUA

F in2→ F (X t UA)
γ−→ Q

)
. Consequently,

Uφ2 =
(
UA

η−→ UFUA
UF in2→ UF (X t UA)

Uγ−→ UQ
)
.

Since φ2 ∈ C> the exterior of diagram (A.9) commutes, where can and C are replaced
with γ and Q. Therefore, equation (A.10) with the same replacement holds. As explained
above this implies equations (A.11) and (A.12) with the same modification. Therefore,
both paths in diagram (A.7) postcomposed with γ : F (X tUA)→ Q from the top vertex

FUFUA to Q are equal to each other. Hence, γ factorizes as F (X t UA)
can→ C

ψ−→ Q
for a unique ψ ∈ C>. We get

φ1 =
(
FX

F in1→ F (X t UA)
can→ C

ψ−→ Q
)

=
(
FX

In1→ C
ψ−→ Q

)
,

Uφ2 =
(
UA

η−→ UFUA
UF in2→ UF (X t UA)

U can→ UC
Uψ−−→ UQ

)
,

hence, φ2 =
(
A

In2→ C
ψ−→ Q

)
. This shows that (C, In1, In2) is the coproduct FX t A in

C>.

A.4. Corollary. FXtA is the biggest quotient of F (XtUA) via a regular epimorphism
can : F (X t UA) → C = FX t A such that the morphism In2 : UA → UC ∈ C from
(A.8) is a morphism of >-algebras.



1548 VOLODYMYR LYUBASHENKO

A.5. Induced modules. Assume that fi : Ai → Bi are morphisms of operads for i ∈ [n].
For any n ∧ 1-operad module ((Ai)i∈[n];P) there is a (Bi)i∈[n]-module Q =©n

i=0Bi �iAi P,
which is the colimit of the diagram (the coequalizer)

�>0((Bi)i∈[n];�>0((Ai)i∈[n];P))
�>0([n]1;α) →�>0((Bi)i∈[n];P)

�>0((Bi)i∈[n];�>0((Bi)i∈[n];P))

�>0([n]1;�>0((fi)i∈[n];1))↓
∼ →

µ

=

→

�>0((Bi �Bi)i∈[n];P)

�>0([n]µ;1)
↑

This can be described also using monads A : X 7→ �>0((Ai)i∈[n];X), B : X 7→ �>0((Bi)i∈[n];X)

in dgNn and a morphism f = �>0((fi)i∈[n]; 1) : A→ B between them. Denote αP : AP→
P the action on the A-module P. The induced module Q is the colimit BAP of the diagram
in the category of B-modules (the coequalizer of)

BAP BαP

→ BP

BBP
µB

→
Bf →

If P = �>0(A1, . . . ,An;X;A0) is a free n∧1-module, then the n∧1-module©n
i=1Bi�iAi

P�0
A0

B0 = �>0(B1, . . . ,Bn;X;B0) is free as well. It is also generated by X. In fact, the
coequalizer in question has the structure of a contractible coequalizer [BW05, Defini-
tion 3.3.3] with d1 = Bf · µB : BAAX→ BAX and d = Bf · µB : BAX→ BX

BAAX
d0=BµA →←
t=BAη

BAX Bf → BBX

BBAX
µB

→

Bf →
BX

µB

↓s=Bη

←

The following is a part of the theory of modules in general categories, not necessarily
linear.

A.6. Proposition. So defined functor (Ai)i∈[n]-mod→ (Bi)i∈[n]-mod, P 7→ ©n
i=0Bi �iAi

P, is left adjoint to the base change functor (Bi)i∈[n]-mod→ (Ai)i∈[n]-mod, R 7→ f1,...,fnRf0.
Thus, the mapping

(Bi)i∈[n]-mod(©n
i=0Bi �iAi P,R)

∼−→ (Ai)i∈[n]-mod(P, f1,...,fnRf0), h 7→ η · h,

is a bijection, where η : P→©n
i=0Bi�iAiP comes from the unit of the monad �>0((Bi);−).
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Proof. Since Q =©n
i=0Bi�iAiP is a colimit (a coequalizer), the following set of morphisms

is a limit (an equalizer of a pair of maps):

(Bi)i∈[n]-mod(Q,R)

= lim


(Bi)-mod(�>0((Bi);P),R)

(�>0((1);α),1)→ (Bi)-mod(�>0((Bi);�>0((Ai);P)),R)

(Bi)-mod(�>0((Bi �Bi);P),R)

(Bi)-mod(�>0((µi);1),1)

↓ ∼ → (Bi)-mod(�>0((Bi);�>0((Bi);P)),R)

(Bi)-mod(�>0((1);�>0((fi);1)),1)
↑



= lim


dgNn(P,R)

dgNn (α,1)→ dgNn(�>0((Ai);P),R)

dgNn(�>0((Bi);P),�>0((Bi);R))

�>0((Bi);−)↓
dgNn (1,α)→ dgNn(�>0((Bi);P),R)

dgNn (�>0((fi);1),1)

↑

 .

Thus, a morphism u : P→ R ∈ dgNn belongs to the equalizer iff

[
�>0((Ai)i∈[n];P)

�>0((fi);1)→ �>0 ((Bi)i∈[n];P)
�>0((1);u)→ �>0 ((Bi)i∈[n];R)

α→ R
]

=
[
�>0((Ai)i∈[n];P)

α→ P
u→ R

]
.

Equivalently, the mapping u : P→ f1,...,fnRf0 is a homomorphism of (Ai)i∈[n]-modules.

Together with Lemma A.9 this proposition implies the following

A.7. Corollary. In assumptions of Section A.5 denote Q = ©n
i=0Bi �iAi P. Then the

diagram in the category nOp1

(A1, . . . ,An;A0(0);A0)
(1,...,1;ρ∅;1)→ (A1, . . . ,An;P;A0)

(B1, . . . ,Bn;B0(0);B0)

(f1,...,fn;f0(0);f0)↓
(1,...,1;ρ∅;1)→ (B1, . . . ,Bn;Q;B0)

(f1,...,fn;η;f0)↓

is a pushout square.

A.8. Some colimits of operad modules.

A.9. Lemma. Let fi : Ai → Bi be morphisms of operads for i ∈ [n]. Let P be a (Bi)i∈[n]-
module. Then there is a unique morphism φ such that

((fi)i∈[n];φ) : ((Ai)i∈[n];A0(0))→ ((Bi)i∈[n];P) ∈ nOp1 .
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Proof. The morphism φ is recovered from the equation(
A0(0)

ρ
A0(0)
∅

1
→ A0(0)

φ→ P(0)
)

=
(
A0(0)

f0(0)→ B0(0)
ρP∅→ P(0)

)
in the unique possible form φ = f0(0) · ρP∅. It is compatible with the action ρ because the
diagram

A0(0)⊗m ⊗A0(m)
f0(0)⊗m⊗f0(m)→ B0(0)⊗m ⊗B0(m)

ρ⊗m∅ ⊗1
→ P0(0)⊗m ⊗B0(m)

= =

A0(0)

µA0

↓
f0(0) → B0(0)

µB0

↓
ρ∅ → P0(0)

ρmm0↓

commutes. For the second square this follows by associativity of the action.

A.10. Corollary. For arbitrary operads Ci, Ai, i ∈ [n], there is an isomorphism in

nOp1

((Ci)i∈[n];C0(0)) t ((Ai)i∈[n];A0(0)) ' ((Ci tAi)i∈[n]; (C0 tA0)(0)).
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[Sta63] J. D. Stasheff, Homotopy associativity of H-spaces I & II, Trans. Amer. Math.
Soc. 108 (1963), 275–292, 293–312.

Institute of Mathematics, National Academy of Sciences of Ukraine,
3 Tereshchenkivska st., Kyiv-4, 01601 MSP, Ukraine
Email: lub@imath.kiev.ua

This article may be accessed at http://www.tac.mta.ca/tac/



THEORY AND APPLICATIONS OF CATEGORIES (ISSN 1201-561X) will disseminate articles that
significantly advance the study of categorical algebra or methods, or that make significant new contribu-
tions to mathematical science using categorical methods. The scope of the journal includes: all areas of
pure category theory, including higher dimensional categories; applications of category theory to algebra,
geometry and topology and other areas of mathematics; applications of category theory to computer
science, physics and other mathematical sciences; contributions to scientific knowledge that make use of
categorical methods.
Articles appearing in the journal have been carefully and critically refereed under the responsibility of
members of the Editorial Board. Only papers judged to be both significant and excellent are accepted
for publication.
Full text of the journal is freely available from the journal’s server at http://www.tac.mta.ca/tac/. It
is archived electronically and in printed paper format.

Subscription information Individual subscribers receive abstracts of articles by e-mail as they
are published. To subscribe, send e-mail to tac@mta.ca including a full name and postal address. For in-
stitutional subscription, send enquiries to the Managing Editor, Robert Rosebrugh, rrosebrugh@mta.ca.

Information for authors The typesetting language of the journal is TEX, and LATEX2e is
required. Articles in PDF format may be submitted by e-mail directly to a Transmitting Editor. Please
obtain detailed information on submission format and style files at http://www.tac.mta.ca/tac/.

Managing editor. Robert Rosebrugh, Mount Allison University: rrosebrugh@mta.ca

TEXnical editor. Michael Barr, McGill University: barr@math.mcgill.ca

Assistant TEX editor. Gavin Seal, Ecole Polytechnique Fédérale de Lausanne:
gavin seal@fastmail.fm

Transmitting editors.
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