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Preface

Fraser River sockeye salmon are vitally important for Canadians. Aboriginal and non-Aboriginal
communities depend on sockeye for their food, social, and ceremonial purposes; recreational
pursuits; and livelihood needs. They are key components of freshwater and marine aquatic
ecosystems. Events over the past century have shown that the Fraser sockeye resource is fragile
and vulnerable to human impacts such as rock slides, industrial activities, climatic change,
fisheries policies and fishing. Fraser sockeye are also subject to natural environmental variations
and population cycles that strongly influence survival and production.

In 2009, the decline of sockeye salmon stocks in the Fraser River in British Columbia led to the
closure of the fishery for the third consecutive year, despite favourable pre-season estimates of
the number of sockeye salmon expected to return to the river. The 2009 return marked a steady
decline that could be traced back two decades. In November 2009, the Governor General in
Council appointed Justice Bruce Cohen as a Commissioner under Part | of the Inquiries Act to
investigate this decline of sockeye salmon in the Fraser River. Although the two-decade decline
in Fraser sockeye stocks has been steady and profound, in 2010 Fraser sockeye experienced an
extraordinary rebound, demonstrating their capacity to produce at historic levels. The extreme
year-to-year variability in Fraser sockeye returns bears directly on the scientific work of the
Commission.

The scientific research work of the inquiry will inform the Commissioner of the role of relevant
fisheries and ecosystem factors in the Fraser sockeye decline. Twelve scientific projects were
undertaken, including:

Project

Diseases and parasites

Effects of contaminants on Fraser River sockeye salmon

Fraser River freshwater ecology and status of sockeye Conservation Units
Marine ecology

Impacts of salmon farms on Fraser River sockeye salmon

Data synthesis and cumulative impact analysis

Fraser River sockeye fisheries harvesting and fisheries management
Effects of predators on Fraser River sockeye salmon

Effects of climate change on Fraser River sockeye salmon

Fraser River sockeye production dynamics

Fraser River sockeye salmon — status of DFO science and management
Sockeye habitat analysis in the Lower Fraser River and the Strait of Georgia

S
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Experts were engaged to undertake the projects and to analyse the contribution of their topic area
to the decline in Fraser sockeye production. The researchers’ draft reports were peer-reviewed
and were finalized in early 2011. Reviewer comments are appended to the present report, one of
the reports in the Cohen Commission Technical Report Series.



Executive Summary

Purpose of This Study and Methods Used

The overall goal of this study was to synthesize the results of Cohen Commission research
projects into an assessment of the cumulative impacts of various factors potentially affecting the
Fraser River sockeye fishery over the recent period of declining productivity. Salmon biologists
calculate rotal productivity as the number of mature adults produced per spawner'. Over the last
two decades, there has been a general decline in both Fraser sockeye productivity and the rate of
survival of returning adults from the estuary to the spawning ground. However, some Fraser
sockeye stocks have not shown productivity declines (i.e., Harrison and Late Shuswap) and some
years (e.g, 2010) have shown notable increases in productivity.

We organized our work around five objectives: a workshop involving all Cohen Commission
researchers; synthesis and integration of data on stock productivity and potential explanatory
factors acquired from these researchers; integrative analyses of cumulative impacts based on the
ten technical reports completed to date for the Commission (the aquaculture report is still in
progress); quantitative analyses of cumulative impacts based on the available data; and
completion of this report.

Prior to considering potential causes of declining productivity, we first summarized the observed
patterns of change in various attributes of the Fraser sockeye fishery. We then systematically
analyzed potential causes of these patterns, using a framework adapted from the literature on
cumulative effects/impacts and retrospective ecological risk assessment. This framework
considered the cumulative impacts of all of the factors potentially affecting each of five life
history stages, as well as possible interactions across life history stages. We explicitly recognize
that combinations of factors are likely responsible for observed effects, and that these
combinations will vary in complex, usually unknown ways across years and stocks. The intent of
this analysis is to make the best use of the available evidence to improve our understanding of
changes to Fraser sockeye populations over the last two decades.

Within each life stage, we considered whether each of the hypothesized stressors:
1. could affect sockeye survival through a plausible mechanism;

! Mature adults (or recruits) are estimated as the number of fish returning to the coast before the onset of fishing.
This estimate is derived by working backwards from the numbers of adults that eventually reached the spawning
ground, plus any en-route mortality between the mouth of the Fraser and the spawning ground, plus harvest.
Biologists also estimate juvenile productivity (fry or smolts per spawner), and post-juvenile productivity (mature
adults per fry or spawner).



2. has generally exposed Fraser sockeye to increased stress over the period of productivity
declines;
3. is correlated with variations in sockeye productivity (i.e. over space, time and stocks);
and,
4. has other corroborating evidence from cause-effect studies.
Based on the available evidence, we then came to a conclusion whether the factor was unlikely
(representing the lowest level of confidence), possible, likely, or very likely (representing the
highest level of confidence) to have been a primary driving factor behind the overall pattern of
declining productivity in Fraser sockeye. Factors that were unlikely to have been primary drivers
to the overall pattern may still have contributed to changes within particular stocks and years. In
some cases, major data gaps led us to the outcome that no conclusion was possible. Our synthesis
of evidence from the Cohen Commission technical reports was supported by our own statistical
analyses to determine the relative ability of various factors (representing different combinations
of stressors) to explain changing patterns of productivity in Fraser sockeye.

The Pattern We Seek To Explain

Based on the Cohen Commission’s technical reports (Peterman and Dorner 2011, Hinch and
Martins 2011), we can describe five key attributes of change in Fraser and non-Fraser sockeye
populations:

1. Within the Fraser watershed, 17 of 19 sockeye stocks have shown declines in
productivity over the last two decades (the two exceptions are Harrison and Late
Shuswap sockeye).

2. Most of 45 non-Fraser sockeye stocks that were examined show a similar recent decrease
in productivity. Thus, declining productivity has occurred over a much larger area than
just the Fraser River system and is not unique to it.

3. Of the nine Fraser sockeye stocks with data on juvenile abundance, only Gates sockeye
have showed declines in juvenile productivity (i.e., from spawners to juveniles) but 7 of
the 9 stocks showed consistent reductions in post-juvenile productivity (i.e., from
juveniles to returning adult recruits).

4. There have been three separate phases of decline in productivity since 1950. The first
started in the 1970s, the second in the mid-1980s, and then the most recent one in the late
1990s or early 2000s, with individual stocks showing these trends to various extents.



5. Over the last two decades there has been an increasing amount of en-route mortality of
returning Fraser sockeye spawners (i.e., mortality between the Mission enumeration site
and the spawning ground). This results in reduced harvest, as fishery managers do their
best to ensure enough spawners return to the spawning ground in spite of considerable
mortality along the way.

Conclusions Regarding Potential Causes of This Pattern

We present our conclusions for each life history stage, recognizing that there are interactions
both within and between life history stages. These results do not consider aquaculture (report in
progress) or other factors not considered by the Cohen Commission (except for a brief
consideration of interactions between sockeye and pink salmon).

Stage 1: Incubation, Emergence and Freshwater Rearing

With the exception of climate change, which we consider to be a possible factor, and pathogens
(for which no conclusion is possible due to data gaps), it is unlikely that the other factors
considered for this stage, taken cumulatively, were the primary drivers behind long term declines
in sockeye productivity across the Fraser Basin. These factors included forestry, mining, large
hydro, small hydro, urbanization, agriculture, water use, contaminants, density dependent
mortality, predators, and effects of Lower Fraser land use on spawning and rearing habitats.
We feel reasonably confident in this conclusion because juvenile productivity (which integrates
all stressors in this life history stage except over-wintering in nursery lakes) has not declined
over time in eight of the nine Fraser sockeye stocks where it has been measured. We would be
even more confident if more stocks had smolt enumeration rather than fry estimates (only Chilko
and Cultus stocks have smolt estimates). Though not primary drivers of the Fraser sockeye
situation, each of these factors may still have had some effects on some Fraser stocks in some
years (the data are insufficient to reject that possibility). We suspect, based on qualitative
arguments alone, that habitat and contaminant influences on Life Stage 1 were also not the
primary drivers responsible for productivity declines occurring to most non-Fraser stocks
assessed by Peterman and Dorner (2011). However, given the absence of any exposure data and
correlation analyses for non-Fraser stocks, it is not possible to make conclusions on the relative
likelihoods of factors causing their declining productivities. None of the factors considered for
Stage 1 are likely to have been much worse in 2005 and 2006 for Fraser sockeye stocks,
sufficient to have significantly decreased egg-to-smolt survival in the salmon that returned in
2009. Similarly, none of these factors are likely to have been much better in 2006 and 2007,
sufficient to have substantially improved egg-to-smolt survival in the salmon that returned in
2010.



Stage 2: Smolt Outmigration

We analyzed the same factors for Stage 2 as for Stage 1 and came to the same conclusions. There
are however three key differences in our analyses for these two stages. First, regardless of
differences in their spawning and rearing habitats, all sockeye stocks pass through the highly
developed Lower Fraser region. Second, migrating smolts are exposed to the above-described
stressors for a much shorter time than are eggs and fry, which reduces the likelihood of effects.
Third, since smolt migration occurs subsequent to enumeration of fry and smolts in rearing lakes,
we have no analyses relating survival rates to potential stressors during this life history stage.
Thus our conclusions have a lower level of confidence than for Stage 1. While there are some
survival estimates for acoustically tagged smolts, these data (which only cover a few stocks)
were not analyzed by any of the Cohen Commission technical studies. None of the factors
considered for Stage 2 is likely to have been much worse in 2007 for downstream migrating
smolts (affecting the 2009 returns), or to have been much better in 2008 (affecting the 2010
returns).

Stage 3: Coastal Migration and Migration to Rearing Areas

There are almost no data on exposure for pathogens making no conclusion possible. The
evidence presented suggests that sockeye salmon in the Strait of Georgia have little direct
exposure to human activities and developmentz, leading to a conclusion that it is unlikely that
these factors have contributed to the decline of Fraser River sockeye salmon. Sockeye salmon
have been exposed to predators, marine conditions, and climate change during this early marine
phase. However, there has been no evidence presented on any correlations between key predators
and sockeye salmon survival. Some important predators appear to be increasing in abundance,
and some potentially important alternate prey appear to be decreasing, but many other known
predators are decreasing or remaining stable. It therefore remains possible that predators have
contributed to the observed declines in sockeye salmon. Based on plausible mechanisms,
exposure, consistency with observed sockeye productivity changes, and other evidence, marine
conditions and climate change are considered likely contributors to the long-term decline of
Fraser River sockeye salmon. It is also very likely that poor marine conditions during the coastal
migration life stage in 2007 contributed to the poor returns observed in 2009. Marine conditions
were much better in 2008 (much cooler temperatures), which benefited returns in 2010.
Aquaculture was not considered in our report as the Commission Technical reports on this
potential stressor were not available, but will be considered in an addendum to this report.

* “Human activities and development” refers specifically to those activities and developments considered within
Technical Report #12 (Fraser River Sockeye Habitat Use in the Lower Fraser and Strait of Georgia), which do not
include salmon farms. Exposure to salmon farms will be covered in the technical report on aquaculture, which is
currently in progress. The present report does not provide any conclusions regarding salmon farms.



Stage 4: Growth in North Pacific and Return to Fraser

Our conclusions on this life history stage are similar to those for Stage 3, though we conclude
that marine conditions and climate change remain possible contributors to the long-term
decline of Fraser River sockeye salmon (whereas in Stage 3, we considered them to be likely
contributors).

Stage 5: Migration back to Spawn

While the timing of increased en-route mortality coincides generally with the Fraser sockeye
situation, the Fraser sockeye productivity indices already account for en-route mortality (i.e.,
recruits = spawners + harvest + en-route mortality). Therefore, there is no point in examining
correlations between en-route mortality and life cycle or post-juvenile productivity indices
within the same generation. The only possible effects on productivity are inter-generational
effects, for which the evidence is limited and equivocal. We therefore conclude that it is unlikely
that en-route mortality (or pre-spawn mortality”, which has only increased for Late Run sockeye)
are a primary factor in declining indices of Fraser sockeye productivity. However, en-route
mortality has definitely had a significant impact on the sockeye fishery and the numbers of adult
fish reaching the spawning ground, particularly for the Early and Late runs. Pre-spawn
mortality, habitat changes, and contaminants are unlikely to be responsible for the overall
pattern of declining sockeye productivity. No conclusion is possible regarding pathogens due to
insufficient data. None of the factors assessed for this life history stage are likely to have shown
significant changes between 2009 and 2010.

The above conclusions are based on qualitative and quantitative analyses of existing information.
There are two important caveats on these conclusions. First, there are major gaps in both our
fundamental understanding of how various factors interact to affect Fraser River sockeye
salmon, and in the data available to quantify those factors. Second, all Cohen Commission
researchers have had a limited amount of time to analyze existing information; future data
syntheses and analyses may provide deeper and different insights. Below, we summarize our
recommendations for research, monitoring and synthesis activities.

Recommendations for Research, Monitoring and Synthesis

Researchers at the Cohen Commission workshop agreed with the PSC report (Peterman et al.
2010) that the 2009 and long-term declines in sockeye productivity were likely due to the effects

3 Pre-spawn mortality is defined as females that have arrived on spawning grounds but die with most of their eggs retained in
their body.



of multiple stressors and factors, and that a strong emphasis should be placed on studying the
entire life cycle of sockeye salmon along with their potential stressors. Unlike the PSC report,
participants felt that research efforts should be expanded outside the Strait of Georgia as a
priority area, as well as increasing efforts inside the Strait.

Section 5.2 of this report describes 23 recommended research and monitoring activities,
organized by life history stage, based on four sources: the PSC report (Peterman et al. 2010), the
Cohen Commission’s research workshop, the Commission’s Technical reports, and this
cumulative effects assessment. We have highlighted 12 of these 23 recommendations as
particularly high priority, but the others are also essential to provide the information needed to
properly manage Fraser sockeye. The three dominant themes are: 1) coordinated, multi-agency
collection of data on sockeye stock abundance, survival and stressors for each life history stage;
2) development of an integrated database and cumulative assessments both within and across
multiple life history stages; and 3) transparent dissemination of information annually to scientists
and non-scientists. Since the early marine environment appears to be a major potential source of
declining productivity, it is particularly important to improve information on potential stressors
affecting sockeye along their migratory path from the mouth of the Fraser River through Queen
Charlotte Sound, including food, predators, pathogens, and physical, chemical, and biological
ocean conditions. Further efforts to prioritize, sequence and refine our recommendations will
require a careful consideration of several factors: the ultimate uses of the information; given
those uses, the appropriate space and time scales and required/achievable levels of accuracy and
precision; and the most cost-effective, well-integrated designs for the overall monitoring and
research program.
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1.0 Introduction

1.1 Project Objectives

Our work was organized around five objectives: workshop facilitation, data synthesis and
integration, integrative analyses of cumulative impacts based on the ten technical reports
completed to date for the Commission (the Aquaculture Report is still in progress), quantitative
analyses of cumulative impacts, and clear communication. Each of these objectives is described
below.

1. Workshop Facilitation. We organized and facilitated a science workshop (Nov. 30 — Dec. 1,
2010) including presentations from all research groups, feedback and discussion from all
researchers and peer reviewers, and interactive discussion of linkages and interactions among all
research projects. The results of this workshop are summarized in Appendix 6.

2. Data Synthesis and Integration. Our first task under this objective was to assemble data on
productivity4 and stressor metrics from all research projects, through development of a data
template sent to all researchers, and assistance to these scientists on organizing their data.. Once
received, we then organized these data into an integrated format to support statistical analyses
(i.e., a linked database associating productivity indices for different stocks with data on stressors
from appropriate locations, stocks, years and time periods). This database was designed to be
expandable in future to include other data sets that were not available in time for this project
(e.g., information on aquaculture).

3. Integrative Analyses of Cumulative Impacts. We first developed integrative frameworks for
organizing and analysing potential cumulative impacts, based on a life history approach. Our
second task was to summarize patterns in Fraser Sockeye productivity over time and space, and
other indicators relevant to the Fraser sockeye fishery, building on the work of Peterman and
Dorner (2011) and other Cohen Commission technical reports. Third, we synthesized the key
findings from all Cohen Commission technical reports (representing over 2400 pages) within

* Salmon biologists calculate fotal productivity as the number of mature adults produced per spawner. Mature adults
(or recruits) are estimated as the number of fish returning to the coast before the onset of fishing. This estimate is
derived by working backwards from the numbers of adults that eventually reached the spawning ground, plus any
en-route mortality between the mouth of the Fraser and the spawning ground, plus harvest. The total abundance of
returning adult Fraser sockeye salmon is a product of the number of spawners in the parent generation times their
productivity. Biologists also estimate juvenile productivity (fry or smolts per spawner), and post-juvenile
productivity (mature adults per fry or spawner).



these integrative frameworks, converging to conclusions about the relative likelihood of different
factors explaining observed patterns in Fraser sockeye productivity. One difficulty in this process
is that each researcher used their own approach for synthesizing and organizing information.
Thus we recognized that the third step would involve mining key findings within each technical
report that fit our integrative framework, and then assess potential cumulative impacts within and
between life history stages.

4. Quantitative Analyses of Cumulative Impacts. We first determined reasonable hypotheses
worth testing, given plausible mechanisms of impact on sockeye as outlined in the Cohen
Commission Technical Reports. To the extent possible given available data, we then completed
statistical analyses to determine the relative ability of various factors (representing different
combinations of stressors) to explain changing patterns of productivity in Fraser sockeye. Where
feasible, we incorporated quantitative analyses into the Integrative Analyses of Cumulative
Impacts (objective 3 above).

5. Clear Communication. This is a cross-cutting objective, namely to clearly communicate how
the stressors examined by the Cohen Commission research projects could interact to affect Fraser
River sockeye. The intent of this objective is to develop methods of presenting and reporting key
findings that will be accessible to the diverse audiences interested in the work of the Cohen
Commission, including Judge Cohen and the Cohen Commission scientific and legal staff,
Cohen Commission Participants, interested members of the public, research contractors, and peer
reviewers.

1.2  Report Overview

This technical report is organized into the following sections:

Section 2.0: Cumulative Impacts or Effects
This section introduces the concept of cumulative impacts or cumulative effects, some key ideas

associated with this concept, and their application to this project.

Section 3.0: Complexity, Caveats and Overall Approach
This section describes the approach we used to synthesize and integrate evidence across other

associated technical reports, first identifying some of the overarching limitations on this type of
analysis (e.g., the inherent complexity of the underlying ecological system, the significant gaps
in our knowledge), and how these limitations enact constraints on the ability to make definitive
conclusions about cause-effect relationships.



Section 4.0: Results, Synthesis and Discussion
This section provides the results of our qualitative cumulative impact analysis, integrating

evidence across other Cohen Commission technical reports by life history stage, as well as some
of the important results from our quantitative cumulative impacts analyses. This section covers
the breadth of the evidence presented within the suite of Cohen Commission technical reports,
but refers to those reports, and the appendices of this report, for greater details on the depth of
evidence available.

Section 5.0: Conclusion
This section summarizes Section 4.0 along two themes. First, given existing knowledge, what

overall conclusions can be drawn about the importance of different potential contributors to the
decline of Fraser River sockeye salmon? Second, what future research and monitoring activities
might best reduce critical uncertainties in our existing knowledge?

Appendices:
Appendix 1: Statement of Work provides the original Statement of Work from the Commission
for this technical report.

Appendix 2: Reviewer Evaluations and Responses provides the reviewers’ evaluations of our
draft report, and our responses to their comments, including revisions that we incorporated into
this final report.

Appendix 3: Data and Methods describes the data we received, how we organized it, and our
approach to qualitative and quantitative analyses. We also suggest possible future quantitative
approaches that could not be implemented in our project due to time limitations.

Appendix 4: Quantitative Results presents the results of our quantitative analyses.

Appendix 5: Data Template User Guidelines provides the guidelines that accompanied the data
template we developed to guide Commission contractors supplying us with data.

Appendix 6: Workshop Report contains the agenda, summary report and detailed minutes from
the two day, Cohen Commission Scientific and Technical Workshop, November 30 — December
1, 2010.







2.0 Cumulative Impacts or Effects

2.1 What are Cumulative Impacts or Effects?

One of the primary goals of this project is to examine the potential cumulative impacts on Fraser
River sockeye salmon productivity, of multiple stressors acting at different times and places. The
terms cumulative effects and cumulative impacts are frequently used interchangeably. In Section
2.0 we use the term “cumulative effects” to respect the convention of the literature to which we
refer; however, throughout the rest of the report, we generally use the term “cumulative impacts”
to respect the language with which our original assignment from the Cohen Commission was
described.

We start by exploring what is meant by “cumulative effects”. Unfortunately, while there is no
universal definition of “cumulative effects”, there are some general concepts worthy of review.
What is an effect? Greig (2010) defines an environmental effect as, “a change in a component,
property or function of an ecosystem.” In the present project we are concerned specifically with
adverse environmental effects that “‘diminish a desirable component, property, or function of an
ecosystem” (Greig 2010), namely, the ecosystems that support Fraser sockeye, and the sockeye
stocks themselves.

What is it that is being affected? To assess the consequences of particular stressors, we need to
define the Valued Ecosystem Component (VEC), the focal component that society wishes to
protect, conserve or enhance. These are the sockeye stocks occupying the 36 Conservation Units
in the Fraser River watershed.

Which effects are being examined cumulatively? There are various conceptualizations relevant to
this question. Cumulative effects could be conceived as:

¢ the total impact of a single type of stress that has occurred repeatedly over time,
possibly increasing in frequency or magnitude (e.g., the cumulative effect of water
pollution in the Fraser River estuary over the past four decades);

¢ the total impact of a single type of stress that occurred repeatedly over space (e.g.,
the cumulative effect of multiple mountain pine beetle outbreaks across the entire Fraser
River watershed);

¢ the total impact of many different types of stressors at one point in time or over a
period of time (e.g., the cumulative effect of changing climate, increased mammal
predation, and increased harmful algal blooms).

Even when multiple stressors are examined together, there is a distinction between examining the
relative magnitude of impacts of each stressor, versus examining the mechanisms by which



stressors interact or combine to affect sockeye. The first type of analysis might examine all
stressors to determine which factors made the largest independent contribution to a change in the
VEC. For example, what has had a larger relative effect on sockeye productivity: increases in
predators, increases in diseases and parasites, decreased food resources, or increased competition
for food? Such a question explores the relative importance of each individual factor.

The second kind of analysis looks at how multiple effects might combine (i.e., how multiple
stressors might interact to produce a combined impact different (in form or magnitude) from
each stressor acting independently). For example, how might increasing ocean temperatures have
affected predators, diseases and parasites in a way that changes their overall impact? There are
many ways in which individual effects might combine to form types of “cumulative effects”.
Sonntag et al. (1987) classified cumulative effects into the following types: linear additive
effects, amplifying or exponential effects, discontinuous effects, and structural surprises. Greig et
al. (2003) suggested an alternative categorization of types of cumulative effects: additive,
compensatory, synergistic, and masking.

2.2 Cumulative Effects Assessment

“Cumulative Effects Assessment” (CEA) specifically refers to the process in which the effects of
a proposed project are assessed together with the effects of other past, present or future projects
to determine the overall cumulative effects on Valued Ecosystem Components (VECs). Under
the Canadian Environmental Assessment Act (CEAA) CEA is required for all projects where the
Act applies and is thus a part of the project approval process. The issue at hand, a retrospective
investigation into the potential causes underlying the decline of Fraser River sockeye salmon, is
in many ways fundamentally different from the forward-looking Environmental Impact
Assessment process. However, there are many important shared concepts about how “cumulative
effects” are defined and used, or rather how they should be, that are critical to understand.

According to current practice, two criteria may be used to determine if CEA is required for a
proposed project. First, in some cases it has been argued that the effects of the individual project
must be significant on their own (L. Greig, pers. comm.). If the effects of an individual project
are insignificant, it is assumed that the project’s contribution to potential cumulative effects will
also be insignificant and a CEA will not be required for project approval. This is inappropriate
since effects that are individually insignificant when combined with other effects can result in
significant impacts. Second, some practitioners take the view the proposed project and other
relevant developments/projects must have effects of the same type, with the same timing, at the
same location. If multiple projects have effects that differ by type or timing or location, it is



assumed that there is no potential for cumulative effects and a CEA will not be required (Greig
2010, Golder Associates Ltd. 2008).

Greig and Duinker have argued repeatedly that this narrow definition of cumulative effects is
inherently flawed (e.g. Duinker and Greig 2006, 2007; Greig and Duinker 2008). They argue that
individual projects with insignificant effects or different types, timing, or location of effects, may
still contribute to significant cumulative effects (also Berube 2007). CEA should be focused on
VEC:s rather than projects because ultimately the cumulative effects on VEC sustainability are
the effect of greatest concern. The aggregate stress on a VEC includes all projects and
developments (whether or not they meet the requirements for EIAs or CEAs) as well as many
natural drivers — a VEC must endure all these stressors cumulatively. It is the net consequence of
the aggregate stresses that determines the status and sustainability of a VEC (Greig et al. 2003).
Cumulative effects are the “only real effect worth assessing” and need to be assessed at the scale
of ecological regions (Duinker and Greig 2006).

Although the present research project is not an environmental impact assessment project, it does
address several of the criticisms of the standard approach to “cumulative effects” in Canada.
First, this project is definitively centered on a focal VEC — Fraser River sockeye salmon. Second,
this project uses the relevant ecological regions as a study area — the Fraser River watershed and
estuary, the Strait of Georgia, and the marine migratory extent of Fraser River sockeye. Third,
the analyses include a large range of factors hypothesized to be contributors to the decline in the
VEC and these factors are all considered to potentially contribute to cumulative impacts on the
VEC even though they differ substantially in type, timing and location of their primary effects.

Another major difference between a CEA and the present research is the temporal direction of
focus. A CEA is explicitly future focused. Environmental assessment is an exercise in
determining different possible future scenarios and examining the potential impacts of actions
taken today across those possible futures. In environmental assessment, past actions cannot be
changed and are only useful for discovering and calibrating cause-and-effect relationships among
actions and VEC-consequences. However, the Cohen Commission is explicitly focused on the
past. It is inherently concerned with retrospective analyses to determine the magnitude and
nature of those cause-and-effect relationships. The ultimate goal of such knowledge is
prospective - to facilitate more strongly informed future management decisions. However, the
critical first step is to improve our retrospective understanding of the fundamental relationships
between impact factors and VEC sustainability (Fraser sockeye productivity and recruitment).



2.3 Present Cumulative Effects Analysis

The present cumulative effects analysis relies on data provided by each of the independent
research projects investigating a different potential category of stressor. Some of the analyses
examine potential interactions among different types of stressors, but most of our quantitative
work focuses on the relative impact of these different factors. Our analyses are be limited by: 1)
the quality and extent of the data that are actually available; and 2) the degree of complexity in
the “true” underlying causes of the recent decline in productivity of Fraser River sockeye.

We first address the issue of complexity. Figure 2.3-1 illustrates four different hypothetical paths
by which an individual sockeye salmon could be exposed to stressors over its lifetime, yet all
leading to the same outcome - death as an adult. For the sake of simplicity, we have assumed it is
possible to integrate all stress factors into a single measure of cumulative stress where 0.0
represents perfect health and 1.0 represents mortality. There are four scenarios described in
Figure 2.3-1:

o Al: the sockeye is severely affected by stressors as a fry (e.g., acquiring a disease that
almost killed it and permanently affected its health), but does not suffer any further stress
until, as an adult, a minor incremental impact results in death.

o A2: the stressor that almost killed the sockeye as a fry killed off many other fry, reducing
competition for food at the smolt stage, improving the health of surviving individuals;

o B: the sockeye suffers moderate stress from many separate incidents over its lifetime,
eventually dying at the same age as under the other scenarios even though none of the
stressors experienced were even moderately severe.

o C: the sockeye is only moderately affected by stressors over its lifetime until, as an adult,
it is impacted severely by stressors that quickly result in death (e.g., low food, abundant
predators, high temperatures).

In scenarios A and C, the rapid induction of severe stress could be either one severe stressor or
many stressors occurring simultaneously but within a similarly constrained window of time. In
scenario B, the slow induction of moderate stress could be either continued exposure to one
stressor over the entire lifetime, or many different stressors occurring variably over time and
space.

If scenario A or C accurately represent the “true” pathway, this relationship might be detected by
testing the fit to productivity indices of models that only include sets of factors limited to fry (A)
and adult (C) life history stages. If scenario B represents the “true” pathway with one key
stressor, this relationship might be detected by testing model sets limited to particular stressors or



classes of stressors. However, if scenario B represents the “true” pathway with many stressors
combining and interacting over time and space, this relationship may be very difficult to detect.

The quality and extent of available data severely limits the range of analyses that can be
performed, as we discuss later.

The scope of the present cumulative effects analysis is limited to the scope of the Cohen
Commission technical research projects as a whole. Our cumulative effects analysis has been
conducted within the universe of the other technical projects and the data available from within
those projects. This is not a cumulative effects study of Fraser River sockeye salmon within the
broader realm of all available scientific literature, research and reports.
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Figure 2

.3-1. Cumulative stress model. Lines illustrate four scenarios through which an individual sockeye salmon
might suffer from the cumulative impacts of exposure to stressors over its lifetime. Each scenario illustrates
a different pattern in the number, severity and timing of stressors experienced, yet the timing of mortality is
the same for all three scenarios. For both Scenarios A and C, it is evident that eventual mortality is
primarily the result of one particular period of substantial stress, though in Scenario A this is not the
proximate reason for death. Scenario A2 reflects the possibility that density-dependence effects on the
population might occur within a single generation (as compared to density-dependent effects that may also
occur across generations), which could benefit surviving individuals. That is, in Scenario A2, the stressor
that almost kills this hypothetical individual may actually kill a substantial portion of the rest of the
population. If so, the surviving individuals may encounter improved conditions as smolts due to lower
density and less competition for resources. However, in Scenario B mortality is the result of many
subsequent impacts over the individual’s entire lifetime, none of which would have resulted in mortality on
their own or even as a small subset of the cumulative impact. A roughly similar conceptual model could be
developed for an entire sockeye population, though it would be more appropriate to use overall survival
rates, which would decrease over time and life history stages.

Concepts of cumulative effects are embedded throughout this report. First, we have already

discussed above discuss the theory of cumulative effects. Second, the conceptual model (Figure

3.3-1) embodies several characteristics of cumulative effects analyses: it provides a graphical
representation of how the valued ecosystem component (i.e., sockeye salmon) is potentially
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affected by many stressors over its lifetime; these stressors may be independent factors occurring
simultaneously or the interaction of several factors; and stress may accumulate over multiple life
history stages, as long as the salmon survives. Third, we consider the integrated responses of
each life history stage to multiple potential stressors, rather than examining each stressor
independently, which was the focus of several of the other technical reports (e.g., climate
change, contaminants, pathogens, Lower Fraser and Strait of Georgia habitat, predators). Fourth,
our quantitative analysis (introduced in Section 3.3.6; described in detail in Appendix 3 (Section
A3.5.2) examines the correlation between groups of stressors and total productivity, rather than
examining these factors independently.
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3.0 Complexity, Caveats, and Overall Approach,

3.1 Complexity of the Ecological System

Over the 4 to 5 years of their life cycle, salmon encounter largely unmonitored variations in
physical and chemical conditions, food, competitors, predators, and disease, over several
thousand kilometres from high in the Fraser Basin to the Gulf of Alaska, with cumulative and
interactive effects (most unknown), occurring over multiple life history stages in ways that vary
from year to year. Gaps exist not only in data (limited time series and spatial coverage for many
factors), but also in fundamental understanding. Under these circumstances, it is extremely
difficult for fisheries managers to accurately predict the expected returns of different salmon
stocks in advance of their arrival. Indeed, pre-season predictions of sockeye returns are not
reliable for 7 of 18 Fraser sockeye stocks (English et al. 2011; Executive Summary). Previous
work (Walters and Collie 1988, Walters 1989, Myers 1998) has emphasized the difficulties of
predicting recruitment of fish populations for the purposes of fisheries management, including
the lack of persistence of environment-recruitment correlations.

Rocket science is commonly used as a benchmark when describing the relative difficulty of other
subjects (e.g., “It isn’t rocket science.”). Fisheries science also isn’t rocket science, but it is
nonetheless very challenging. Rocket scientists rely on repeatable laws of physics, whereas
ecological interactions are much more variable over time and space, and much less understood. If
a rocket scientist had equivalent challenges to a fisheries scientist, s/he would be launching and
landing rockets with all the key variables determining outcomes (gravity, atmospheric pressure,
temperature, solar radiation, fuel quality, cosmic rays) radically changing from year to year and
place to place, with little ability to monitor this variation, and considerable uncertainty about the
basic theory behind each of these variables and their interactions.

Given the above uncertainties, attributing causes to observed effects is very difficult. Peterman
and Dorner (2011, pg. 13-14) express this challenge well:

An important concept for readers to keep in mind when considering the evidence
presented in this and other scientific reports to the Cohen Commission is that ecological
systems are dynamic and constantly change across time and space. They are composed of
complex sets of components that interact to generate responses to concurrently operating
disturbances arising from both natural processes (e.g., ocean conditions) and human
activities (e.g., fish farming). Because of such simultaneously occurring natural and
human processes, it can be very difficult to attribute single dominant causes to observed
ecological changes, and while it is important to investigate each potential cause
individually, it is important to be aware that it might have been the interaction of several
factors, rather than one factor per se, that caused the changes. Two well-known case
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examples illustrate this problem -- the collapse of Canada's Northern cod populations in
the early 1990s and the virtual disappearance of California sardine in the 1960s -- both of
which fueled long debates about the relative importance of fishing, environmental
changes, and government regulations in causing those collapses.

The sockeye stocks within the Fraser Basin have widely varying life history, genetic and habitat
characteristics that create different levels of vulnerability to the stressors each stock encounters
(described in Nelitz et al. 2011). Effects of stressors on survival at any life history stage depend
on both the magnitude of the stress and the vulnerability of the salmon. Characteristics that vary
across stocks include: spawning habitat (inlets, outlets, lake shore, flow rates, substrate
conditions, environmental conditions), nursery lakes (area, size, productivity, temperature, ice
break-up, duration of rearing), smolt out-migration (distance, timing, temperatures, arrival at
estuary, residence time in estuary), coastal migration (timing, duration, route), and adult
migration (return route, age of return, timing, estuary residence time, timing of upstream
migration, upstream distances and duration, river temperatures and other environmental
characteristics, pre-spawn mortality rates). Many Fraser sockeye stocks are strongly cyclical
(e.g., Late Shuswap, Quesnel, Scotch) whereas others are less so. Once mobile, each salmon has
a recurring choice — eat or hide. Sockeye stocks (and sub-populations within each stock) have
developed complicated and varying life histories that include moving between ranges of habitats
varying in the risks they represent (Christensen and Trites 2011, pg. 5). Finally, we are observing
large scale effects of climate change in both freshwater and marine environments, with
influences on many of the above attributes and their interactive relationships.

3.2 Unknowns, Unknowables, Knowledge Gaps, and Data Limitations

Given all of the above challenges, what can fisheries science achieve that is helpful to both the
Cohen Commission and fisheries managers? First, science can test hypotheses, rejecting those
that are unlikely or false. Even with considerable gaps in data and understanding, and mostly
indirect evidence, contrasts over space and time in both salmon stock productivity and the
potential stressors allow us to judge certain stressors to be unlikely to have been the primary
factors causing declines in sockeye productivity or abundance. Other factors may be possible or
even likely, provided that they fulfill most or all of various criteria (i.e., have a plausible
mechanism by which survival could be affected; have generally exposed Fraser sockeye to
increased stress over the period of productivity declines; correlate over space, time and stocks
with variations in productivity; and (ideally) have other corroborating evidence from cause-effect
studies). The procedure by which we evaluate alternative hypotheses is described below in
section 3.3. Two key principles are: 1) hypotheses can be rejected as false or unlikely, but cannot
be accepted as true (only relatively more likely); and 2) correlation does not equal causation (one
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also needs an underlying mechanism that can logically (and defensibly) link the cause with
observed effect).

There are several challenges in this process of evaluating alternative hypotheses. The first
challenge is data limitations, which include incomplete time series of information (both within
each stage of the life cycle and over multiple years), incomplete spatial coverage for all stocks,
poor quality data (imprecise or inaccurate measurements), crude indicators that do not really
reflect the condition of interest (e.g., air temperatures rather than the water temperatures where
salmon eggs are incubating), and inconsistent methods of measurement. There are 36
Conservation Units in the Fraser Basin (CUs). We only have estimates of spawning abundance
and en-route mortality for about half of these CUs, and juvenile production estimates for about
one quarter of these CUs. With the exception of a few detailed studies (available for only a few
years and stocks), we do not have any estimates of survival rates or abundance between the time
that fry or smolts are sampled, and the time that adults return to be counted at Mission two to
three years later. When it comes to explanatory factors, we would ideally have data that are inter-
generational (i.e., across 40 years to provide a pre-decline base period), intra-generational (across
life history stages and locations), and inter-stock (to explain why some have done well while
others declined). Statistical analyses of multiple factors (to see which ones are best correlated
with productivity patterns) require data on all of the factors for all of the stocks and years
included in the analysis. As difficult as it is to retrospectively deduce which factors were more or
less likely to have caused historical patterns, the one advantage that we have over predicting the
future is that there is only one past.

The second challenge is gaps in basic knowledge or understanding. We generally do not know
how, where or when sockeye die. The few situations in which we can definitively determine the
causes of mortality are comparatively rare (i.e., fish harvests, stomach analyses of predators,
intensive telemetry studies showing that fish died while experiencing conditions beyond
established thresholds). In most cases, mortality must be inferred indirectly based on information
on the sockeye’s exposure to different stresses, but there are uncertainties in both fish migration
patterns and the stresses experienced by each group of fish. McKinnell et al. (2011; pg. 4) point
out:

“During the period of years of interest to the Commission, there are virtually no
observations of Fraser River sockeye salmon during about 75% of their life at sea, and
the value of coincidental samples taken during their emigration from the Strait of Georgia
is debatable.”

Little is known about the potential impact that abundant predators may have on relatively rare
prey. In such situations, it may be possible for the abundant predator to have a very large impact
on, for example, a weak and declining sockeye stock, despite that prey being a minor and

15



possibly even negligible component of the predators diet. This type of predator-prey relationship
may be fundamentally important to the prey while being of virtually no importance to the
predator.

The third challenge (really an extension of the second) is unknowables. We cannot know the
explanatory influence of a factor that has not been monitored in a given year or location. When
there are no data, one cannot make any inferences either in favour or opposed to a given
hypothesis.

3.3 Current Framework
3.3.1 Overview

Our approach to cumulative impacts analysis comprises three components:

1. Understand the patterns of change in the productivity of Fraser River sockeye salmon
stocks (and other sockeye stocks) over the past several decades. This is the pattern
that we are seeking to explain. This component is the primary focus of Project 10
(Peterman and Dorner, 2011), and is summarized in section 4.1 of this report.

2. Identify factors that could feasibly have contributed to the observed patterns of
changing productivity in Fraser sockeye salmon. These potential explanatory factors
do not necessarily need to be mutually exclusive (i.e., there may be multiple causes of
the observed patterns). The various factors are the focus of other Cohen Commission
Technical Reports and are covered in much greater detail therein.

3. Assess the relative likelihood of feasible explanatory factors and their potential
interactions, the focus of sections 4.2 to 4.7 of this report. We have compiled the
evidence presented within other Cohen Commission Technical Reports into a weight
of evidence approach.

3.3.2  Conceptual model

We developed a conceptual model illustrating the factors potentially affecting each life stage
(Figure 3.3-1), so as to:

1. organize the factors identified within the Technical Reports as being potential
contributors to the Fraser sockeye productivity declines, and indicate the life stages
possibly affected by each factor;.

2. represent some of the key interactions among factors, both within and across Technical
Reports;
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3. provide the Cohen Commission with some insights into the underlying complexity of this
ecological system’; and

4. provide an organizational framework for the analysis of cumulative impacts, identifying
all of the factors to be integrated into qualitative and quantitative analyses of each life
history stage, and across the overall life cycle.

Figure 3.3-2 illustrates a simplified version of the conceptual model projected over the
geographic habitat range of Fraser River sockeye salmon. This representation of the sockeye
salmon life history does not show details of specific mechanisms or all interactions among
factors, but instead is intended to represent the general movement patterns of Fraser River
sockeye salmon throughout their habitat range and indicate the broad spatial scales over which
different factors may influence sockeye salmon health and survival.

Further details on the value of conceptual models as a central component of analytical
frameworks and the development of this particular model are provided in Appendix 3.

> Though reasonably complex, our conceptual model is certainly not an exhaustive representation of all primary and
intermediate factors that influence sockeye salmon productivity.
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Figure 3.3-1. The conceptual model of the life history of Fraser River sockeye salmon and potential stressors
affecting each life stage. The life history processes and developmental stages are shown in the centre
column. The blue and green outlines signify the freshwater and marine components, respectively. To avoid
any more complexity, we have excluded many feedbacks and interactions from this diagram (e.g.,
decreases in sockeye may affect predators; stressors that cause mortality at an earlier life history stage may
lead to less competition and improved survival at a later life history stage; the nature of some interactions
and feedbacks may be conditional upon other factors).
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3.3.3 Life history perspective/approach

The present project takes a life history approach to the compilation, synthesis and evaluation of
the evidence contained in other Cohen Commission Technical Reports. Each project focused on
particular factors (e.g., contaminants, pathogens, freshwater habitat, predators, ocean conditions).
The present project cuts across factors and synthesizes the stressors that sockeye salmon
encounter within each life history stage. This perspective more closely resembles the manner in
which sockeye salmon actually experience the world they live in; as they progress through their
lifetime, they experience the world stage by stage, not factor by factor. Within each life stage or
at any point in time, sockeye salmon experience many potential stressors in whatever
combination they arrive. This reflects the essence of cumulative effects — that the Valued
Ecosystem Component (i.e. sockeye salmon) must endure the aggregate stress of human and
natural drivers as a cumulative impact, not as individual impacts.

3.3.4 Types of evidence

To evaluate the relative likelihood of potential factors, we pulled together qualitative and
quantitative evidence presented by other contractors, as well as doing our own quantitative
analyses in this project. The Cohen Commission Technical Reports include descriptions of key
processes and mechanisms, data summaries, reviews of published literature and previous data
analyses, new data analyses, and major conclusions, including ways to improve our
understanding and fill data gaps. Additional lines of evidence emerged from the Cohen
Commission Scientific and Technical Workshop (held Nov. 30 and Dec. 1, 2010), including
contractor presentations, expert feedback on the conceptual model, and expert evaluation of the
relative likelihood of broad categorical factors. We also examined the Expert Panel Report to the
Pacific Salmon Commission (PSC) on the Decline of Fraser Sockeye (Peterman et al., 2010).
However, our primary sources of information were the Cohen Commission Technical Reports,
and data sets on important potential stressors provided by the authors of these reports. We used
these data to perform statistical analyses across all factors. These statistical analyses complement
other analyses performed within some of the factor-specific projects and represent another
important piece of evidence for the cumulative impacts assessment.

3.3.5 A weight of evidence approach to retrospective ecological risk
assessment

We apply a weight of evidence (WOE) approach to synthesize evidence presented across the
Cohen Commission Technical Reports and assess the overall likelihood that a particular factor
has made a substantial contribution to the decline of Fraser River sockeye salmon. The
foundation for this approach is covered in greater detail in Appendix 3.

20



The two key objectives defining our WOE approach are:

1.

Use the full breadth of evidence presented within the Cohen Commission projects.

2. Synthesize and evaluate the evidence within a logical and systematic framework.

Whereas it is not realistic to use every single piece of evidence presented in this body of

scientific work, the intent is to incorporate the breadth of evidence presented, recognizing that

the weight of evidence synthesis cannot possibly capture the depth of evidence presented within

each project. The framework used to evaluate the evidence is based on publications in the field
of Retrospective Ecological Risk Assessment (RERA), specifically Forbes and Callow (2002),
and Burkhardt-Holm and Scheurer (2007). Their approach is considered appropriate when four

criteria are met, all of which apply in the case of Fraser sockeye:

1.

The adverse ecological impact has already occurred.

Fraser River sockeye salmon productivity has been declining over recent decades
and the 2009 returns were exceptionally poor.

2. The evidence for this impairment already exists.

Data on the abundance Fraser River sockeye salmon recruits and spawners
confirms the declines in both returns and productivity.

3. Factors that could potentially be causal agents of this impairment have been identified.

The Cohen Commission identified a selection of broad factors that could feasibly
have contributed to the decline of Fraser River sockeye salmon, and within each
of the Cohen Commission Technical Reports a range of specific potential
stressors are identified. The Pacific Salmon Commission workshop in June 2010
(Peterman et al.) identified a similar, though not identical, set of factors.

4. The evidence available to evaluate the likelihood of each possible factor is limited.

The constraints on the quantity and quality of the evidence available with which
to evaluate potential contributors to the decline of Fraser River sockeye salmon
are representative of many ecological problems: 1) quantitative data are usually
short, incomplete, sparse, or simply non-existent; 2) where quantitative data do
exist, they are likely to be complex, variable, ambiguous, and/or noisy, making
rigorous statistical analysis difficult or impossible; and 3) available evidence is
correlative at best, and complicated by the interaction of multiple confounding
factors that are uncontrollable, or even unknown.

Forbes and Callow (2002) state that “the primary challenge in retrospective risk assessment is to

make best use of the available evidence to develop rational management strategies and/or guide
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additional analyses to gain further evidence about likely agents as causes of observed harm”,
which precisely describes the challenge of the present project as well.

The WOE approach to retrospective ecological risk assessment that we have utilized challenges
the available evidence for each potential factor with the same sequential set of questions as
employed by Burkhardt-Holm and Scheurer (2007) in their evaluation of the decline of brown
trout in Swiss rivers, though we have grouped several questions into one step. One of our
challenges is that we are applying this approach retrospectively to a series of projects that
themselves did not utilize a formal RERA framework. We cannot answer questions that were not
asked in the projects themselves. Within each life stage we examine the major potential causative
agents identified within the other Cohen Commission Technical Reports. For each factor, we
synthesize the evidence by addressing the following questions:

1. Plausible mechanism:

“Does the proposed causal relationship make sense logically and scientifically?”

2. Exposure:
“Is there evidence that sockeye populations are, or have been, exposed to the causal
factor?

3. Correlation/Consistency:

“Is there evidence for association between adverse effects in sockeye populations and
presence of the causal factor, either in time or space?”
4. Other Evidence:

Is there further evidence available to support the likelihood of that a factor has made a

substantial contribution, such as answers to the questions below?
Thresholds:  “Do the measured or predicted exposure levels exceed quality
criteria or biologically meaningful thresholds?”
Specificity:  “Is there an effect in the population known to be specifically
caused by exposure to the stressor?”
Experiments: “Have the results from controlled experiments in the field or
laboratory led to similar effects?”
Removal: “Has the removal of the stressor led to an amelioration of the

effects in the population?”

Within each step of this evaluation, we emphasize both what is known and what is not known,
and within each life stage we identify the key things that need to be known better. Within
Question 3, we synthesize the evidence on any relationship with observed patterns in Fraser
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River sockeye salmon but also, where possible, the observed patterns in non-Fraser River
sockeye salmon (though this evaluation is limited since the Cohen Commission did not collect
stressor data for non-Fraser sockeye stocks). Based on the evidence available, a relative
likelihood is assigned to each broad category of stressor (e.g., contaminants, predators, etc.) at
each life stage, according to the framework shown in Figure 3.3-3. The conclusions from each
life stage apply to the contribution of each broad impact factor to the overall pattern of change
observed in Fraser River sockeye stocks. There may be cases in which the relative likelihoods of
particular stressors do not all align perfectly with the relative likelihood assigned to the parent
stressor category. For example, the evaluation of the overall impact of predators may not match
the evaluation of particular predators. There may also be cases in which the results from this
evaluation framework might be different for individual stocks. However, the focus of the present
project is to evaluate the likelihood that each broad factor has made a significant contribution to
the overall observed decline in the Fraser River sockeye salmon stock complex.

Because this method is an inherently retrospective form of analysis, the results cannot be used to
make future predictions. Both Forbes and Callow (2002) and Burkhardt-Holm and Scheurer
(2007) emphasize that it is unrealistic to expect these methods to be definitive in terms of
ascribing causation. While such an approach may be able to explain retrospectively which factors
most likely contributed to past patterns of change in productivity, the importance of particular
factors may be more or less important in the future and will vary within any given year in both
magnitude and relative importance. Even if we had complete data on all of the factors potentially
affecting sockeye over the entire period of record for the stock productivity data, we would not
be able to necessarily predict in advance how these factors will combine in the future to affect
productivity. This is particularly true in the era of climate change, where the biophysical
structure and functioning of ecosystems may move beyond the range of historical conditions. As
mentioned above in section 3.1, environment-recruitment correlations generally do not persist
over time (Walters and Collie 1988, Walters 1989, Myers 1998).
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Figure 3.3-3. Flow diagram used to assign the relative likelihood that a particular factor has made a substantial
contribution to the decline of Fraser River sockeye salmon, based on the answers to the questions used to
challenge the available evidence. This structure is adapted from Burkhardt-Holm and Scheurer (2007,
Figure 1).

3.3.6  Quantitative analyses

Regression analysis was the primary method used in our quantitative analyses. This section
provides a high level summary of regression intended to inform all readers (regardless of
background) about the general approach and the limitations of the analysis. Appendix 3 (Section
A3.5.2) provides a technical description of this approach, including details on data reduction,
creation of model sets, candidate models, model structure, and model selection. Detailed results
of our analyses are presented in Appendix 4, with selected summaries in Sections 4.4 and 4.7.

24



Multiple regression can be used to determine the relative importance of each covariate for
explaining the variability in sockeye productivity. Non-linear relationships between covariates
and sockeye productivity can be explored. Covariates that are hypothesized to have an additive
cumulative impact on sockeye productivity (i.e., each factor on its own may have an insignificant
biological impact but when encountered together the sum of the effects may be biologically
important) can be analyzed in groups rather than one at a time. Regression can also be used to
test hypothesized interactions between covariates (i.e., multiplicative cumulative impacts).
Multiple regression is valuable tool for addressing the primary objective of this analysis (i.e.,
understanding the cumulative and relative impact of all of the stressors).

Regression analysis is used to understand how different variables relate to one another. Typically
there is one response variable (i.e., dependent variable) of interest and one or more predictor
variables (i.e., independent variables or covariates). In this case the dependent variable is an
annual stock specific index of total productivity (In (R/S), the natural logarithm of
recruits/spawner®). The independent variables are all factors identified as likely to be important
by each of the other Cohen Commission Technical Reports (e.g., sea surface temperature).
Regression analysis entails specifying a mathematical model that describes the functional form
of the relationship between the covariates and the response variable and using the observed data
to estimate the parameters in the model. The model parameters provide information on the
direction and strength of the relationship between the covariates and the response variable.

Many different models are possible. For example, models may include different covariates,
linear and non-linear covariates, and/or interactions among different covariates. As long as there
are sufficient data, parameters for any model can be estimated, but this does not mean that the
model is sensible. Not surprisingly there is a vast amount of literature dedicated to the subject of
model selection and comparison. We use the Burnham and Anderson (1998) hypothesis-driven
approach to model selection and inference. In hypothesis-driven analyses, the only factors that
would be allowed to enter the analyses would be those that are connected to a logical, and in this
case, biologically justified hypothesis. This reduces the potential that some variables will emerge
as significant simply by chance and not as a result of any underlying mechanism, which is quite
likely to happen in a project where there are large numbers of covariates and hence potential
models. Standard practice is to select multiple feasible candidate models, fit each model (i.e.,
estimate the parameters), and then compare the performance of each model. There are many
approaches for comparing model performance; we used the small sample size corrected Akaike’s
information criterion (AIC.) (Burnham and Anderson, 1998).

6 Using the natural logarithm of (R/S) transforms the Ricker spawner-recruit model into a linear form which makes
it easier to apply regression analysis.
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This project is unusual in its scope. While the response variable, In(R/S), is available for 19
stocks across B.C. and approximately 50 years of data are available for each stock, the number of
potential covariates is very large. A total of 126 quantitative and 5 qualitative data sets were
provided to us from the other technical reports (Table A3.4-9). We then calculated an additional
32 data sets (i.e., derived variables based on the data provided) that were more appropriate for
our analyses.

It is possible for a single data set to be linked to (i.e., hypothesized to impact) multiple life stages
of Fraser River sockeye. In addition, there are up to 4 different age types (i.e., 4sub2, S5sub2,
4subl, and 3subl). These links result in a total of 1058 possible covariates to include in the
analysis. However, not all covariates are available for all years and stocks. Models can only be
compared when the models are fit using the same data. The implication of this is that we cannot
compare all models of interest on the full data set but instead must identify time periods with
complete data for different subsets of the covariates.

For example, there is a small subset of the covariates (e.g., sea surface salinity for the Strait of
Georgia) that have data extending back to 1950, but there are other covariates that only have data
starting in 1996 (e.g., chlorophyll a). If we wish to compare models with these two covariates
(i.e. salinity and chlorophyll), we would have to either reduce the data set to those years with
data for both covariates (i.e., limit the model to 1996-present and sacrifice the earlier data for
salinity), or exclude covariates with limited years of data (i.e., limit the model to only salinity
and ignore chlorophyll a, but extend the analysis back to 1950). Choosing any particular set of
covariates forces you to truncate longer time series to the length of the shortest data set.
Choosing any particular time period forces you to limit your analyses to those covariates with a
period of record that is sufficiently long.

We chose to evaluate different time-periods independently because each time period presents a
different trade-off between the length of the data and the number of covariates that can be
included. Within each time-period we generated different model sets. A model set represents a
set of covariates that have complete data over the chosen time-period. Within each model set,
different models (i.e. combinations of variables) can be tested to determine their ability to
explain the observed variability in the dependent variable, sockeye productivity in this case.
Expressed another way, a ‘model set’ is simply a suite of candidate models within a given time-
period that are organized to address a particular question. For example, one question of interest is
whether the set of factors affecting a particular life stage are more important than others.
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Key points:

® Models may differ in the number and type of covariates, linear vs. non-linear terms, and
the presence of interaction terms.

e Many models are possible, but we should only test models that have biologically justified
hypotheses.

e In order to compare the relative performance of different models using Akaike’s
Information Criterion (AIC.), models should be fit using the same data.

e Comparison of AIC, scores does not tell us the best model possible, but rather helps us to
understand the relative support for the models we have estimated.

® You need more data than parameters in order to be able to estimate the parameters.
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4.0 Results, Synthesis and Discussion

4.1 The Pattern We Need to Explain

The Cohen Commission is interested in the causes of both longer term declines in Fraser sockeye
productivity over the last 2-3 decades, as well as the poor survival of sockeye returning to spawn
in 2009 (Figure 4.1-1). Another important part of the overall pattern is the surprisingly large
returns of Fraser sockeye in 2010, which were the highest returns over the last six decades. Prior
to exploring the relative likelihood of different factors (i.e., why the productivity declines
occurred), we need to understand where and when these declines occurred (i.e., which stocks?
which years? which life history stages?). Analyzing patterns in both Fraser and non-Fraser stocks
is helpful for two reasons. First, including data on sockeye populations outside of the Fraser
River helps to determine whether the Fraser's situation is unique, or whether other sockeye
populations were suffering the same fate. Second, including more stocks increases the amount of
contrast in the exposure to different stressors, which helps in drawing conclusions about the
possible causes of observed patterns.
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Figure 4.1-1. Returns per spawner for all Fraser sockeye stocks combined. Graph shows the four-year moving
average of total adult returns across all Fraser River sockeye stocks (not including the minor jacks
component) divided by total spawners 4 years before. The moving average removes much of the year to
year variability in productivity created by some large, strongly cyclical stocks. Return year is the last year
of the four used to produce the moving average. The horizontal dashed line indicates the productivity at
which the population can replace itself, i.e., returns/spawner = 1. The graph mainly reflects time trends of
the most abundant stocks, but most Fraser stocks show similar decreasing trends, with the exception of the
Harrison and Late Shuswap stocks (see Figure 4.1-2). Source: Peterman et al. (2010). Preliminary data
indicate that returns per spawner in 2010 were close to the long term average over the last six decades, and
similar to levels observed in the 1980’s (Anon., Fraser Sockeye 2010 Think Tank).
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Peterman and Dorner (2011) analyzed data sets on the abundance of spawners and their resulting
returns for a total of 64 populations ("stocks") of sockeye salmon, including 19 from the Fraser
River, and the rest from other parts of British Columbia, Washington state, and Alaska (Figure
4.1-2). Only 4 of these 64 stocks were substantially affected by other potentially confounding
factors (Pitt, Cultus — hatcheries; Great Central Lake and Sproat - lake fertilization) so the overall
productivity patterns are representative of natural wild sockeye populations. Peterman and
Dorner also obtained data on juvenile abundance in fresh water for 24 of these and other sockeye
populations to determine if problems were mainly in fresh water or the ocean. They used three
measures of productivity: 1) the number of returning adults (recruits) per spawner’, which
includes the effects of spawner abundance on productivity; 2) annual residuals in productivity,
which describes how productivity diverged from what would have been expected each year just
based on spawner abundance; and 3) Kalman filter estimates of long term trends in productivity,
which extract productivity trends from year-to-year noise.
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Figure 4.1-2. Locations of ocean entry for seaward-migrating juveniles of the 64 sockeye salmon populations with
time series data on annual abundances of spawners and the resulting adult returns or recruits. Source:
Peterman and Dorner (2011).

Recruits are estimates of the abundance of returning spawners in coastal fishing areas prior to harvest and post-
Mission en-route mortality, estimated for each stock as: [ (estimated adults on the spawning ground) + (estimated
marine and freshwater harvest) + (estimated post-Mission en-route mortality) ].
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Peterman and Dorner (2011) have three key findings regarding the patterns of change in sockeye

productivity:

1.

Life history stages of Fraser sockeye showing declining productivity. Of the nine
Fraser sockeye stocks with data on juvenile abundance (Figure 13 in Peterman and
Dorner 2011), only Gates sockeye have showed declines in juvenile productivity (i.e.,
from spawners to juveniles) but 7 of the 9 stocks showed consistent reductions in post-
juvenile productivity (i.e., from juveniles to returning adult recruits). These results
indicate that either: 1) the primary mortality agents causing the decline in Fraser River
sockeye occurred in the post-juvenile stage (i.e. after fry or smolts were enumerated), or
2) that certain stressors that affected juveniles were non-lethal in fresh water but caused
mortality later in the marine sockeye life stage. Note that mortality during over-wintering
in nursery lakes (for most stocks), or during pre-smolt and smolt downstream migration
would be ascribed to the post-juvenile stage. Unfortunately, juvenile data series for non-
Fraser stocks are either very short or not available at all, making it difficult to judge to
what degree similarities in juvenile-to-adult survival rates are shared among B.C. stocks
outside the Fraser (Appendix P3 in Peterman and Dorner 2011).

Stocks showing declining productivity. Within the Fraser watershed, 17 of 19 sockeye
stocks have shown declines in productivity over the last two decades. Both Fraser and
many non-Fraser sockeye stocks, in Canada and the U.S.A., show a similar recent
decrease in productivity. Thus, this trend has occurred over a much larger area than just
the Fraser River system and is not unique to it. This is a very important new finding.
Specifically, based on smoothed estimates of productivity trends via a Kalman filter (the
third productivity measure described above), there have been relatively large, rapid, and
consistent decreases in sockeye productivity starting in the late 1990s in many areas
along the west coast of North America including the following stocks (from south to
north): Puget Sound (Lake Washington), Fraser River, Barkley Sound on the West Coast
of Vancouver Island (Great Central and Sproat Lakes), Central Coast of B.C. (Long
Lake, Owikeno Lake, South Atnarko Lakes), North Coast of B.C. (Nass and Skeena),
Southeast Alaska (McDonald, Redoubt, Chilkat), Yakutat (northern part of Southeast
Alaska; East Alsek, Klukshu, Italio). These patterns are illustrated in Figures 4.1-3 and
4.1-4.

The timing of productivity declines. There have been three separate phases of decline in
productivity since 1950. The first started in the 1970s, the second in the mid-1980s, and
then the most recent one in the late 1990s or early 2000s, with individual stocks showing
these trends to various extents. Furthermore, periods of low productivity in southern
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sockeye stocks tended to coincide with periods of high productivity in western Alaskan
stocks, and vice versa.

The Cohen Commission is interested in factors affecting the Fraser sockeye fishery, not only
Fraser sockeye productivity. Over the last two decades there has been an increasing amount of
en-route mortality of returning Fraser sockeye spawners (i.e., mortality between the Mission
enumeration site and the spawning ground), as illustrated for late run sockeye in Figure 4.1-5.
This results in reduced harvest, as fishery managers do their best to ensure enough spawners
return to the spawning ground in spite of considerable mortality along the way. Since en-route
mortality is already included in estimates of recruits, it does not affect estimates of productivity,
but it does affect the fishery.

Other patterns noted by McKinnell et al. (2011) have particular relevance to the low 2009 returns
(2007 ocean entry for most sockeye), and provide some interesting contrasts among stocks with
different life history patterns and migratory pathways:
o most Fraser River sockeye stocks had very poor returns/spawner in 2009, but;
o Columbia River sockeye had double their average returns in 2009 (recruits/spawner not
available),
o hatchery-reared sockeye from Cultus Lake showed typical survival rates through the
Strait of Georgia in 2007 (estimated from tracking acoustic tags), and
o there were record high returns of Harrison River sockeye in 2010, from underyearlings
that reared in the Strait of Georgia in 2007.
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Figure 4.1-3. Estimates of long term trends in total life cycle productivity for the four Fraser sockeye run timing

groups, by brood year. The graph is based on productivity estimates for each stock, using a smoothed
Kalman filter, using the stock-recruitment model that best fit the data (methods explained in Peterman and
Dorner 2011). Brood year is year of spawning. The productivity estimates are in the same units for all
stocks, plotted relative to each stock’s mean and standard deviation. Four stocks show no trend in this
smoothed Kalman filter indicator (i.e., Raft, Scotch, Portage, Weaver). This may be due to the absence of
any long term trend, a masking of the underlying trend by high year to year variability, and/or gaps in the
time series. Annual residuals in productivity for these four stocks have however been well below their long
term means in several brood years since 2000. Source: Peterman and Dorner (2011)
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Figure 4.1-4. Estimates of long term trends in total life cycle productivity for non-Fraser sockeye stocks,
by brood year. Brood year is year of spawning. The productivity estimates are in the same units for all
stocks, plotted relative to each stock’s mean and standard deviation. Three stocks show no trend in this
smoothed Kalman filter indicator (i.e., Speel, Alsek, Situk). This may be due to the absence of any long
term trend, a masking of the underlying trend by high year to year variability, and/or gaps in the time
series. Source: Peterman and Dorner (2011)
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Figure 4.1-5. A) Total run size of adult Late-run sockeye salmon from 1977 to 2008 with fish fate categorized into
total catch, en route loss and spawning escapement. B) The same data as presented in panel A but with fate
categories expressed as percentages of the total run size. Source: Hinch and Martins (2011)

We conducted independent statistical analyses of the timing of changes in recruit per spawner
indices (the first productivity measure described above) for each Fraser stock, using a method
called change point detection. We found declining productivity (recruits/spawner) for 15 of the
19 Fraser sockeye stocks (all except for Harrison, Late Shuswap, Raft and Weaver). While nine
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of the 15 stocks with declining productivity showed declining trends throughout the time series,
the other six (Early Stuart, Birkenhead, Quesnel, Stellako, Chilko, Pitt) showed a change in the
slope of the productivity trend line part of the way through the time series (in 1965, 1983, 1983,
1984, 1988, and 1999, respectively). Similar to Peterman and Dorner (2011), we found declining
productivity in most Fraser sockeye stocks, and variability across stocks in when those declines
occurred. Details are contained in Appendix 4.

The returns or recruits in any given year (R) are a function of the number of spawners (S) in the
brood year (generally four years earlier) and the productivity or number of returns/spawner
(R/S). Or, mathematically, R = S * (R/S). Many Fraser sockeye stocks are strongly cyclical, with
a substantial variation in the number of spawners (S) over each of the four brood years in a cycle.
Strong brood years generally produce strong brood years four years later. Even if productivity
(R/S) remained constant, the variation in S would cause substantial year to year changes in both
the total returns, and their stock composition. These patterns are strongly apparent in Figure 4.1-
6, which shows the number of total sockeye recruits to the Fraser from each brood year, their
stock composition, and overall productivity (R/S). Stock composition can vary substantially from
year to year (e.g., returns from the 1985, 1989, 1993, 1997 and 2001 brood years were dominated
by Quesnel sockeye, whereas returns from the 1986, 1990, 1994, 1998 and 2002 brood years
were dominated by Late Shuswap sockeye). The above brood years are the peak years
(respectively) for the Quesnel and Late Shuswap stocks, and in general provided stronger
aggregate returns to the Fraser than the intervening years.
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Figure 4.1-6. Aggregate returns to the Fraser Basin (height of bars), recruits/spawner (line) and stock composition (colours within each bar), for each brood year.
The data are shown in 4-year intervals, reflecting the 4-year life cycle of sockeye, and illustrating the general consistency in relative abundance and

stock composition every 4 years.
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Implications of Observed Patterns in Productivity for Analysis of Factors Causing the
Decline

If just Fraser sockeye stocks had shown declines in productivity, while non-Fraser stocks were
more or less stable, that would point to stressors unique to the Fraser stocks. However, the
widespread common patterns of declining productivity suggests that the simplest explanation of
the dominant or primary driving forces behind the declines are factors operating on a large scale,
affecting both pristine and developed watersheds. While that does not exclude other local factors
from contributing to the overall pattern as secondary influences, or the possibility that different
factors could cause declines in different stocks, the most parsimonious explanation of the overall
pattern would be a large scale stressor, extending from Washington to SE Alaska, over the last
two decades. Peterman and Dorner (2011) state:

The large spatial extent of similarities in productivity patterns that we found across populations
suggests that there might be a shared causal mechanism across that large area. Instead, it is also
possible that the prevalence of downward trends in productivity across sockeye stocks from Lake
Washington, British Columbia, Southeast Alaska, and the Yakutat region of Alaska is entirely or
primarily caused by a coincidental combination of processes such as freshwater habitat
degradation, contaminants, pathogens, predators, etc., that have each independently affected
individual stocks or smaller groups of stocks. However, the fact that declines also occurred
outside the Fraser suggests that mechanisms that operate on larger, regional spatial scales, and/or
in places where a large number of correlated sockeye stocks overlap, should be seriously
examined in other studies, such as the ones being done by the other contractors to the Cohen
Commission. Examples of such large-scale phenomena affecting freshwater and/or marine
survival of sockeye salmon might include (but are not limited to) increases in predation due to
various causes, climate-driven increases in pathogen-induced mortality, or reduced food
availability due to oceanographic changes. Further research is required to draw definitive
conclusions about the relative influence of such large-scale versus more local processes.

The above observations, plus other productivity trends included in Peterman and Dorner (2010),
suggest that the combination of factors that were primarily responsible for declines in Fraser
River sockeye productivity over the last 2-3 decades should have the following attributes:
o were generally worse during the last 2-3 decades (as compared to prior decades) for 11 of
the 19 Fraser stocks: Early Stuart, Bowron, Fennell, Gates, Nadina, Seymour, Chilko,
Late Stuart, Stellako, Cultus, Birkenhead;
o were generally worse, though highly variable, during the last two decades (as compared
to prior decades) for 5 Fraser stocks: Quesnel, Weaver, Portage, Raft, and Scotch;
o improved or did not change during the last two decades for two Late Run sockeye stocks
(the Harrison, Shuswap)g;

8 The Pitt River stock is excluded from the list of non-declining stocks due to possible hatchery influence.
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o were generally worse during the last 2-3 decades (as compared to prior decades) for most
of the non-Fraser stocks;

o showed a major improvement for some Fraser stocks (particularly Harrison, Chilko,
Adams) that led to large returns in 2010.

4.2 Stage 1: Incubation, Emergence and Freshwater Rearing

The stage covers sockeye salmon from egg to the beginning of their outmigration to the ocean.

4.2.1 Plausible mechanisms

As shown in the conceptual model (Figure 3.3.-1) plausible mechanisms affecting Stage 1
include: 1) Fraser watershed habitat conditions (particularly the effects of forestry, mining,
hydroelectricity, urbanization, agriculture, and water use); 2) delayed density dependent
mortality; 3) predation, 4) disease and 5) climate change. There are cause-effect mechanisms by
which each of these factors could at least potentially affect sockeye egg-to-fry, or egg-to-smolt
survival rates, as described below.

The potential effects of Fraser watershed habitat conditions on Stage 1 are discussed in Nelitz
et al. (2011; section 3.0), and are summarized below:

o The activities associated with forestry (particularly road construction, stream crossings,
and upslope harvesting) can alter the amount and timing of delivery of water and
sediment to streams, potentially affecting spawners, eggs and juveniles. The mountain
pine beetle outbreak in BC’s Interior (due in part to warmer winters caused by climate
change) has led to extensive salvage logging, expanding the area potentially affected by
forestry. Unlogged watersheds with mountain pine beetle have hydrological patterns
intermediate between a mature forest and a clearcut.

o Mining can potentially affect sockeye spawning through permanent loss of habitat,
disruption of the stream bed, sedimentation on incubating eggs, or contamination by acid
drainage, heavy metals and other toxic substances.

o Large scale hydroelectric facilities (in particular the Bridge/Seton River power project
and Alcan’s Kemano project on the Nechako) can potentially affect Fraser sockeye
through physical barriers to migration, increased stress/disease, greater vulnerability to
predators and direct turbine/spillway mortality.

o Smaller scale hydro facilities, including Independent Power Projects or IPPs generally
divert water from fishless stream channels, but can potentially affect downstream
spawning areas and migration corridors through changes to total gas pressure, gravel
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supply or water temperature. Unless interbasin transfers of water occur, effects on
sockeye nursery lakes are unlikely.

o Urbanization creates impervious surfaces that perturb natural streamflow patterns,
altering the quantity, quality and accessibility of riparian habitats, and impairing water
quality; all of these effects can potentially affect sockeye egg-to-fry/smolt survival.

o Agriculture can affect spawning and rearing habitats by physically altering stream
channels, riparian zones and floodplains; direct removal of surface and ground water, and
degradation of water quality.

o Water withdrawals for industrial, commercial, domestic and agricultural uses can
reduce access to sockeye spawning, rearing and migratory habitats, and also affect their
quality.

MacDonald et al. (2011) conducted a comprehensive inventory of contaminants, or chemicals
of potential concern (COPCs), within the Fraser Basin. Their inventory includes contaminants
originating from point sources (e.g., pulp and paper mills, sawmills, wood preservation facilities,
cement and concrete plants, seafood processing facilities, mines, oil and gas developments,
storage and shipping facilities, contaminated sites and spills, municipal wastewater facilities,
landfills, salmonid enhancement facilities), non-point sources (e.g., runoff from forest
management areas, agriculture operations, municipal stormwater and linear developments) and
atmospheric sources (e.g., forest fires; volcanoes; emissions into the air from vehicles, industries,
and agriculture; long range transport of atmospheric pollutants). Some of these sources of
COPCs could potentially affect spawning and rearing habitats, while others are restricted to
migratory corridors. MacDonald et al. (2011) systematically whittled down their long list of
COPCs through analyses of contaminant pathways and exposures relative to thresholds affecting
sockeye, as described in the Executive Summary of their report.

The spawners in one brood year can potentially affect the total life cycle productivity (adult
recruits per spawner) of the next three brood years. If these effects are negative, then this is
called delayed density dependent mortality. As described in Peterman et al. (2010; section
4.7), the proposed mechanisms are that a large number of spawners in one year will produce a
large number of fry the subsequent spring, which increases competition among juvenile salmon
for limited food resources in the rearing lake, increases incidence of disease in salmon, and/or
leads to increased predation on juvenile salmon in the rearing lake or elsewhere in the life cycle.
Conversely, declining abundances of sockeye result in less nutrients being transferred from
marine to freshwater ecosystems, with potential negative effects on both subsequent generations
of sockeye and other ecosystem components (reviewed by Nelitz et al. 2006).
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Freshwater predators on juvenile sockeye could potentially increase in response to large fry
production (discussed above), or could increase in response to other natural or anthropogenic
factors that shift the species composition of fish or wildlife communities. Christensen and Trites
(2011) cite studies from along the Pacific Coast indicating that various predators can potentially
consume significant numbers of sockeye in freshwater, including coho, chinook, cutthroat trout,
rainbow trout, steelhead, Northern pikeminnow, Yellow perch, common mergansers, Caspian
terns, and double-crested cormorants. They later shrink this list of suspects based on trends in the
abundance of these predators.

Disease is another potential form of delayed density dependent mortality (discussed above), or
could increase for other reasons. In his review of potential candidate diseases, Kent (2011,
Executive Summary) noted that the IHN virus is well recognized as a lethal pathogen to fry, and
rated IHN as “High Risk”. He also summarized studies indicating that warming temperatures,
pollution and habitat alteration can potentially increase both the susceptibility of salmon to
disease, as well as the abundance of certain pathogens (Kent 2011; pgs. 21-22 ).

As discussed in Hinch and Martins (2011, Section 1.4) climate change can potentially affect the
survival of eggs, alevins and fry by: shifting temperatures above the thermal optimum to which
each stock has adapted (sockeye populations in the interior of B.C. prefer cooler water than
coastal stocks); increasing late fall stream flows and expanding the wetted area available for
spawning (a positive effect); increasing winter stream flows and scouring more eggs from the
gravel (a negative effect); and increasing rates of predation on sockeye fry rearing in lakes. In
addition to these direct impacts on sockeye spawning and rearing, climate change can potentially
exacerbate the impacts from other stressors (e.g., disease (discussed above); more extreme storm
events increasing forestry impacts on water and sediment delivery; climate-induced changes to
seasonal patterns in stream flow combining with water withdrawals to worsen conditions for
eggs, fry and smolts).

The above stressors all have plausible mechanisms for potential impacts on Stage 1 of the
sockeye life cycle. However, for the above factors to jointly affect egg-to-fry/smolt survival,
these early life history stages must be exposed to some combination of these stressors in actual
spawning and rearing locations within the Fraser Basin, and at levels that cumulatively combine
to affect survival. This is much more difficult to determine, as discussed below. Levels of
exposure and survival must be inferred indirectly from incomplete information.
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4.2.2  Exposure of Fraser River sockeye to stressors

The intrinsic characteristics and form of a watershed, as well as the location and intensity of
stressors (i.e., forestry, mining, agriculture, hydropower facilities, water withdrawals,
urbanization) affect the level of exposure of sockeye spawning and rearing habitats to these
stressors. Nelitz et al. (2011) estimated the intrinsic habitat vulnerability of the spawning and
rearing habitats in each of the 36 Conservation Units within the Fraser Basin, using three
indicators: (1) migration distance; (2) total area of nursery lakes; and (3) ratio of lake influence
to total spawning extent. The CUs with the greatest relative habitat vulnerability (i.e., have long
migration distances, a low ratio of lake influence to total spawning extent, and a small to
moderate nursery lake area) include Early Stuart — Stuart, Takla/Trembleur; Early Summer —
Bowron, Fraser; and Summer — Mckinley. Nelitz et al. (2011) also developed indices of the
disturbances within each Conservation Unit, including spatial analyses that estimated the percent
of disturbed area within each sockeye watershed and along migration corridors, and the
cumulative level of stress on different habitat types. Most indices of exposure to potential habitat
stress represent current conditions; there are few data sets with trends through time. The highest
levels of stress exposure are generated by forest harvesting, roads, water use and large scale
hydro facilities.

MacDonald et al. (2011; Chapter 4) used a very thorough, conservative (risk averse) procedure
for assessing contaminant exposures and hazards to sockeye. They estimated the maximum
observed concentration of each contaminant as the exposure point concentration (or EPC) in
each area of interest from existing data. From the literature they determined a ‘no effect’ level of
each contaminant, called the toxicity screening value (or TSV), which in some cases was the
lowest observed background level. They then calculated a hazard quotient (HQ) equal to the ratio
of EPC/TSV. Any contaminant with an HQ value greater than 1 was flagged as having a
potential risk, and more closely examined to determine if these potential risks were likely to truly
affect sockeye. To match exposures to life history stages, they sorted water chemistry data by
types of habitats and periods of exposure for four life history stages based on the timing of
sockeye life history stages. For example, contaminant exposure of eggs and alevins for the 1991
brood year used contaminant data from August 1991 to May 1992 for the appropriate sites for
each stock. Exposure of fry from the 1991 brood year used contaminant data for nursery lakes
from April 1992 to March 1993. Sediment chemistry is not sampled as often, and therefore were
sorted into pre and post-1990 periods to test whether they correlated with a change from
generally healthy to generally poor sockeye productivity.

In freshwater spawning and rearing habitats, the contaminants posing the highest risk to salmon
included total suspended solids, turbidity, phosphorus and seven metals (aluminum, chromium,
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copper, iron, mercury and silver). However, these risks may be overestimated due to
underestimating the background conditions for total suspended solids and turbidity (which would
lead to an overestimate of the hazard), uncertainties on the actual effects of phosphorus, likely
contamination of many samples analyzed for metals, and inadequate information on the form of
contaminants (e.g., dissolved forms are more toxic than when they are attached to sediment
particles). Notwithstanding these caveats, MacDonald et al. (2011) stress that total suspended
sediment could potentially affect egg-to-fry survival rates, particularly in areas with increasing
rates of logging during the last 20 years (e.g., Bowron, Chilko, Nechako, North Thompson,
Quesnel).

The potential exposure of sockeye stocks to delayed density dependent mortality is considered
by determining if the abundance of spawners in each of the previous three years negatively
affects the overall productivity of the subsequent brood year, and in particular whether such
negative effects are associated with large spawning abundances (Peterman and Dorner 2011).

Christensen and Trites (2011) found that there were data on the relative abundance of only 4 of
14 candidate freshwater fish predators, and trend data for only one fish species. Data on
candidate bird predators are a bit better due to Christmas Bird Counts. There are virtually no data
to estimate the relative exposure of eggs, alevins, fry or smolts to disease across different Fraser
stocks and time periods. Hinch and Martins show that temperature and flow data within the
Fraser Basin and nearby regions show evidence of increasing exposure of these life history
stages to the effects of climate change, including the following patterns:
o summer water temperatures in the Fraser River are 2.0°C warmer compared to 60 years
ago, with roughly a 0.7°C average increase during the last two decades (Figure 4.6-1);
o temperatures in the Adams River during the time of spawning increased by 1.5°C from
1950 to 1989; and
o over the Pacific Northwest Region as a whole, snowmelt and the spring freshet are now
occurring 1-4 weeks earlier than in the 1950s.

4.2.3 Correlation/consistency with patterns in Fraser River sockeye
productivity

Freshwater Habitat Factors. Nelitz et al. (2011) searched for correlations across both space
(contrasts among different stocks) and time (contrasts over different stocks and years), though
many indicators of habitat stressors are not available over time. Looking across space, Nelitz et
al. (2011) developed a cumulative index of the relative intensity of habitat stressors (i.e., forest
harvesting, mountain pine beetle, road density, urban area, agricultural area, water allocation,
small-scale hydro, place mines; see Tables 11-14 in Nelitz et al. 2011). This cumulative index
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did not correlate well with differences in productivity among different Fraser Basin stocks. For
example, the two Fraser sockeye stocks that have done well over the last two decades (Harrison
and Late Shuswap) have shown, respectively, moderate and high relative indices of cumulative
habitat stress on spawning and rearing habitats (Table 18 in Nelitz et al. 2011). Furthermore,
Nelitz et al. (unpub. analyses) found that indices of the intensity of habitat stressors and habitat
vulnerability were not consistent with estimates of the current status of conservation units based
on Pestel and Cass (2009), that is, stock status did not decline with increasing indices of habitat
stress and vulnerability.

Looking across time, Neltiz et al. found that trends in overall sockeye productivity’ across 17
sockeye stocks were not correlated with either the intensity of habitat stressors on nursery lakes
or their core measures of habitat vulnerability.'” The only variable correlated with trends in
sockeye productivity was migration distance (i.e., stocks with longer migration distances showed
greater rates of decline), which may reflect other correlated factors (e.g., watershed position,
nursery lake elevation) rather than being a direct causative factor. Juvenile productivity (i.e.,
juveniles/spawner) was unrelated to indices of forest harvesting and mountain pine beetle
disturbance, but showed some indications of negative associations with spring air temperatures at
nursery lakes (i.e. juvenile productivity decreases as spring temperatures increase). Finally, the
stability over time in juvenile productivity despite declines in overall life cycle productivity
suggests that freshwater habitat factors are not a primary driving factor in the observed
productivity declines, though it is possible that some non-lethal effects during spawning and
rearing affect later life history stages. These results are similar to those found in the PSC report
(Peterman et al. 2010; Section 4.6).

Johannes et al. (2011; Table 2) found that there was either no risk or low risk of impacts to
spawning and rearing habitats in the Lower Fraser from population growth, industrial and
infrastructure projects, liquid and solid wastes, ships and vessels, dredging and diking,
contaminated materials and exotic species. They assigned a moderate risk level to agriculture and
forestry activities in Lower Fraser watersheds where there is a longer duration and greater
magnitude of potential interactions.

? trends in annual residuals in returns/spawner, relative to the expected life cycle productivity based on the numbers
of spawners in the brood year, indicator #2 in section 4.1; data from Peterman et al. (2010)

1% Predictor variables included those relating to habitat vulnerability (migration distance, ratio of lake
influenced:total spawning extent, area of all nursery lakes) and habitat stress (total water license allocations,
municipal area, forest harvested area within the last 15 years, road density, water licence restrictions, agricultural
area, and area disturbed by Mountain Pine Beetle). Source: Table 16 in Nelitz et al. (2011).
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Several analyses by MacDonald et al. suggest that contaminants are not a primary factor in the
declining productivity of Fraser sockeye stocks (MacDonald et al. 2001; Executive Summary,
Section 5.4). First, over the last 20 years, there is either no trend in the frequency of
contaminants exceeding toxicity screening values, or a decreasing trend. If contaminants were an
important cause of declining sockeye productivity, contaminant concentrations should have been
increasing over time. Second, various measures of sockeye productivity (freshwater, post-
juvenile, overall life cycle) were not significantly correlated with a water quality index
(incorporating conventional variables, major ions, nutrients, metals and phenols). Third, while
the results of a sediment risk assessment showed that the concentrations of iron and nickel were
elevated at various locations within the basin, exposure to these contaminants of concern in
sediment is unlikely to be sufficient to adversely affect the survival, growth or reproduction of
sockeye salmon. However, the concentrations of selenium and dioxins occurred in salmon eggs
at concentrations sufficient to adversely affect sockeye salmon reproduction, though the
magnitude and extent of such effects could not be determined with existing data.

Delayed Density Dependence. With the exception of the Quesnel sockeye stock, Peterman and
Dorner (2011; pg. 33-45) found little evidence in the Fraser system for increased spawner
abundance (and delayed density dependence) being the primary cause of declining productivity.
They found little support for the idea that extremely large spawner abundances of sockeye (i.e.,
"over escapement") reduced subsequent sockeye stock productivity. These analyses were based
on various analyses of indices of total productivity over the whole life cycle (.e.,
recruits/spawner), and therefore reflect the net effects across all life history stages.

Christensen and Trites (2011) found that most of the candidate freshwater predators described
in section 4.2.1 are unlikely to have increased substantially during the period of declines in
sockeye productivity; the only possible remaining suspects are Caspian terns and double-crested
cormorants, as they do feed on sockeye smolts in freshwater and may be increasing in
abundance. Data on freshwater predators are however very limited.

Hinch and Martins (2011) did not conduct any statistical analyses relating temperature
conditions to indices of sockeye juvenile or life cycle productivity. Based on temperature
conditions and trends, as well as thermal optima for different sockeye life history stages, Hinch
and Martins (2011) concluded that survival of eggs has possibly increased as a result of climate
change (but not in all stocks); survival of alevins is unlikely to have been affected; and survival
of fry in lakes has possibly decreased.

While temperature changes or other factors may have resulted in changes in the abundance of
pathogens in spawning and rearing habitats, or sockeye susceptibility to such pathogens, the

45



data are insufficient to perform any systematic assessment of these hypotheses. Miller et al.
(2010, presentation at June 2010 PSC Workshop) found that sockeye smolts contained a genomic
signal indicative of physiological stress prior to entering the ocean, which she attributed to stress
in freshwater. However, the genomic signal detected by Miller et al. was present in smolts during
both 2007 and 2008 (Miller, handout provided to June 2010 PSC Workshop), yet those years of
entry apparently had very different marine survival rates (based on the very large difference in
observed vs expected adult returns in 2009 vs. 2010).

4.2.4 Correlation/consistency with patterns in non-Fraser River sockeye
productivity

The Cohen Commission studies did not include assembly of data on potential stressors for
sockeye stocks outside of the Fraser Basin. Therefore we cannot quantitatively analyze the level
of correlation of stressors with productivity trends in non-Fraser stocks. However, we can make
some qualitative arguments, admittedly speculative regarding the consistency of hypothesized
stressors with observed productivity declines. First, it is very likely that freshwater habitat
conditions (including contaminants) vary greatly across the 64 stocks analyzed by Peterman and
Dorner (2011), yet most of these stocks show broadly similar patterns of decline. Second, it is
very likely that most non-Fraser stocks on the central and north coast of B.C, and in SE Alaska
have equal or better habitat conditions than most watersheds in the Fraser Basin, simply based on
population density. Third, with increasing efforts at regulation of land use activities and habitat
restoration over the last two decades, salmon habitats in most non-Fraser watersheds are likely to
have shown less degradation than in prior decades with less regulation. Therefore, our
expectation is that it is unlikely that habitat conditions would be correlated with declining
productivity in most of the non-Fraser stocks. However, given the absence of any exposure data
and correlation analyses for these stocks, no rigorous conclusion is possible.

Peterman et al. (2010; Section 4.7) noted that stocks outside of the Fraser Basin usually do not
have such strong and regular fluctuations in abundance; they therefore concluded that delayed
density dependence was not a likely mechanism for observed declines in non-Fraser sockeye
stocks. Peterman and Dorner (2011; Tables 2 and 3, Appendix P2) looked at 46 non-Fraser
sockeye stocks. They examined the level of support in the data for two spawner-recruit models:
the Ricker model (without delayed density dependence), and the Larkin model (with delayed
density dependence). While the Larkin model had more support than the Ricker model in 10 out
of 46 non-Fraser stocks, the results indicate that the declines in these non-Fraser stocks were not
caused by over-escapement, for two reasons (B. Dorner, pers. comm.). First, there are not that
many cases where spawner abundance was unusually high over the period of declining
productivity. Second, in the cases where there were years with unusually high spawner
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abundances (Sproat, Klukshu, Chilkat, Alsek) there was either no support for delayed density
dependence or no substantial difference between the productivity trends inferred by the Ricker
and Larkin models.

Disease, predators and climate change were not quantitatively evaluated for non-Fraser stocks
for Stage 1 of the sockeye life history.

4.2.5 Other evidence

Other evidence includes literature demonstrating thresholds, an understanding of the specific
form of response of sockeye to certain stressors (i.e., helping to accept or reject different
suspected causes), experiments demonstrating cause-effect linkages, or positive sockeye
responses following the removal of a stressor. For the factors discussed above, such evidence is
strongest for the effects of elevated temperatures and some contaminants, which have been
well studied in laboratory and field experiments (see Hinch and Martins 2011, MacDonald et al.
2011). The physiology of diseases has been well studied in various experiments, more with
hatchery fish than wild fish, but the thresholds causing mortality are less well understood (Kent
2011). It is much more difficult to define thresholds for habitat conditions (e.g., the proportion
of clear-cut watershed area that triggers negative impacts on sockeye spawning and rearing), as
these thresholds are very dependent on each watershed’s attributes, which determine the
vulnerability of the spawning and rearing habitats therein (Nelitz et al. 2011; section 2.2.4).
Evidence for density dependence is largely based on indirect insights from spawner and recruit
data, as there are very few sites with continued monitoring of the various ecosystem components
that might transmit such effects (i.e., predators, disease, food supply), and their relative
responses to years with high spawner abundance.
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4.2.6 Conclusions

Table 4.2-1 follows the logic of the flow chart in Figure 3.3-1, showing our conclusions
regarding the effects of each stressor on life history stage 1 (including eggs, alevins, fry, and
parr). Our conclusions relate to the overall trends in sockeye productivity over the last two
decades.

Table 4.2-1. Evaluation of the relative likelihood that potential stressors encountered by Fraser River sockeye
salmon during life history stage 1 (including eggs, alevins, fry, and parr), have contributed to overall
declines in productivity in recent decades. Some factors may have had effects on some stocks in some years
(e.g., density dependence affecting Quesnel sockeye), but are unlikely to have been responsible for the
overall pattern across all Fraser sockeye stocks. See section 4.7 for further discussions of correlations.

Mechanism  Exposure Correlation/Consistency Other Likelihood
Evidence

Forestry’ Yes Yes No No* Unlikely

Mining Yes Low Not done No* Unlikely

Large hydro Yes Yes No Against Unlikely

Small hydro Yes Low No No* Unlikely

Urbanization  Yes Yes No No* Unlikely

above Hope

Agriculture” Yes Yes No No* Unlikely

Water Use Yes Yes No Yes Unlikely

Contaminants  Yes Yes No Yes Unlikely

Density Yes Some No No Unlikely

Dependent stocks

Mortality

Pathogens Yes Few data Not done Yes No
conclusion
possible

Predators Yes Few data No No Unlikely

L. Fraser land Yes Yes for No No Unlikely

uses ag/for; No

for others
Climate Yes Yes Weak evidence Mixed Possible
Change evidence

* Tt is difficult to establish hazard thresholds for the proportion of watershed area above which there are negative
impacts on sockeye spawning and rearing. Such thresholds are better defined for contaminants and water use.

® Agriculture and forestry rows include evidence from both Technical Reports 3 (Nelitz et al. 2011) and 12
(Johannes et al. 2011). Forestry includes logging, Mountain Pine Beetle and log storage.

With the exception of climate change, which we consider to be a possible factor, and pathogens
(for which no conclusion is possible due to data gaps), it is unlikely that the above factors (i.e.
forestry, mining, large and small hydro, urbanization, agriculture, water use, contaminants,
density dependent mortality, predators, and Lower Fraser land use), taken cumulatively, were the
primary drivers behind long term declines in sockeye productivity across the Fraser Basin. We
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feel reasonably confident in this conclusion because juvenile productivity (which integrates all
stressors in this life history stages) has not declined over time in the eight of the nine Fraser
sockeye stocks where it has been measured. We would be even more confident if more stocks
had smolt enumeration rather than fry estimates (only Chilko and Cultus stocks have smolt
estimates). Though not primary drivers of the Fraser sockeye situation, each of these factors may
still have had some effects on some Fraser stocks in some years (the data are insufficient to reject
that possibility). We suspect, based on qualitative arguments alone, that habitat and contaminant
influences on Life Stage 1 were also not the primary drivers responsible for productivity declines
occurring to most non-Fraser stocks assessed by Peterman and Dorner (2011). However, given
the absence of any exposure data and correlation analyses for non-Fraser stocks, it is not possible
to make conclusions on the relative likelihoods of factors causing declining productivities in
non-Fraser stocks.

None of the factors considered in this section is likely to have been much worse in 2005 and
2006 for Fraser sockeye stocks, sufficient to have significantly decreased egg-to-smolt survival
in the salmon that returned in 2009. Similarly, none of these factors is likely to have been much
better in 2006 and 2007, sufficient to have substantially improved egg-to-smolt survival in the
salmon that returned in 2010.

4.2.7 Key things we need to know better

The various scientists working on projects for the Cohen Commission completed their analyses
to the greatest degree possible given the limitations of data and time. The above conclusions,
while reliable given the diverse lines of evidence, are nevertheless constrained by serious data
gaps. For the spawning and rearing phase of sockeye life history, some of the critical needs for
better data and understanding include:

1. increased numbers of stocks with quantitative assessments of smolt outputs and
condition (currently only available for Chilko and Cultus lakes), to distinguish survival
rates in pre and post-juvenile life stages and evaluate the likelihood of alternative
hypotheses, and for these same stocks;

2. better estimates of both watershed and in-lake conditions over time (including the
cumulative effects of multiple stressors) using consistent methods, for a cross-section of
stocks with varying conditions (e.g., migration distance, levels and types of watershed
disturbance), to better understand current status, causative mechanisms and risk
thresholds;

3. better understanding of the status of smaller conservation units, consistent with
implementation of the Wild Salmon Policy; and
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4. better integration of existing and future data sets affecting freshwater spawning and
rearing habitats (a more general need, discussed in section 9.2)

4.3 Stage 2: Smolt Outmigration

This stage covers sockeye from the time they leave their nursery lake (as fry, pre-smolts or
smolts) to the time they reach the mouth of the Fraser River.

4.3.1 Plausible mechanisms

Most of the plausible mechanisms discussed for stage 1 (egg-to-smolt stage) also apply to stage
2, since migrated smolts can be exposed to degraded habitats, contaminants, pathogens, elevated
temperatures and the effects of delayed density dependence. Nelitz et al. (2011) point out that
sockeye salmon smolts are cued to migrate towards the ocean in response to changing
environmental conditions, which includes responding to day length, lake springtime temperatures
(related to the timing of ice break-up in nursery lakes), and springtime peak flows, all of which
are influenced by year to year climate fluctuations and climate change. Earlier outmigration
could lead to a mismatch between the arrival of salmon smolts in the Fraser estuary and Strait of
Georgia, and the timing of plankton blooms that are essential for growth and survival in Stage 3
(coastal migration).

4.3.2  Exposure of Fraser River sockeye to stressors

There are four key points to consider regarding the exposure to stressors during this stage. First,
the duration of potential exposure to stressors is much less in Stage 2 than in Stage 1. Whereas
sockeye spend on average 1.75 years in stage 1 (e.g, spawning in August-November of 2004 and
leaving their rearing lake in May of 2006), they generally spend only two months in Stage 2
migrating downstream the ocean (e.g., during May and June 2006), and will be exposed to a
wide range of conditions during this migration. Second, both the duration of exposure and the
stressors experienced (i.e., the vulnerability of a stock’s migratory habitat) vary with the
distances over which sockeye smolts must migrate. There is a 10-fold variation in migratory
distances across the Fraser Conservation Units, from 111 km for Cultus Lake sockeye, to 1182
km for Nadina sockeye (Nelitz et al. 2011, Table 18). Third, all sockeye stocks pass through the
Fraser estuary, and are exposed (though briefly) to the cumulative effects of habitat disruption in
this region (Johannes et al. 2011). Fourth (and counter to the third point), while “dilution is not
the solution to pollution”, the substantial volumes of water in the lower Fraser River have an
important dilution effect on contaminant concentrations (MacDonald et al. 2011; Johannes et al.
2011).
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Nelitz et al. (2011; Table 18) found that their index of cumulative habitat stress'' to migratory
habitats (which included the zone within a 1 km buffer along migratory habitats) was relatively
high for all sockeye conservation units with a migration distance greater than 750 km. The stress
index was however also relatively high for some conservation units with short migratory
distances but exposed to more intensively disturbed regions (e.g., Cultus (111 km migration),
Chilliwack (156 km), Kakawa (164 km), Nahatlatch (255 km)). Two stocks of particular interest
because of their relatively healthy trends in productivity, the Shuswap (487 km migration) and
Harrison (127 km), had (respectively) relatively high and moderate levels of the migration stress
index.

MacDonald et al. (2011) assessed the exposure to water contaminants during downstream
migration by selecting data during May and June for the appropriate migratory routes for each
stock. For sediment contaminants, they grouped sites into pre and post-1990 periods.

4.3.3 Correlation/consistency with patterns in Fraser River sockeye
productivity

We do not know smolt survival rates for most of the Fraser River stocks. There are some
estimates of velocities and survival rates of sockeye smolts migrating downstream from various
Fraser watersheds, based on acoustic tags (e.g., Melynchuk et al. 2010). However, these data sets
were not included in any quantitative analyses conducted for the Cohen Commission, due to time
limitations. Our analyses of migratory stage stressors (and those conducted by other Cohen
Commission technical reports) used indices of post juvenile or full life cycle productivity as the
dependent variable to be explained. These indices do not allow us to clearly separate effects on
survival in the downstream migration from effects occurring in the ocean, though we do explore
whether stressor indices in different life history stages are better correlated with full life cycle
productivity.

Nelitz et al. (2011; Table 16) found that overall life cycle sockeye productivity was negatively
associated with migration distance (the only factor with a strong association), but they have no
direct explanation for why this occurred. It might relate to differential exposure to a suite of
stressors along the migration route, or could be capturing parallel influences on total productivity
that are unrelated to stresses associated with human activities, since migration distance is

' This index of cumulative habitat stress was developed by first applying cluster analysis to each of the land use
stressor indices, scoring each conservation unit as 1 (low), 2 (moderate) or 3 (high) relative levels of stress, with a
score of 0 assigned in cases where a habitat had no spatial overlap with a stressor. The scores across all stressor
indices were then summed to give an overall index of cumulative habitat stress for each CU.
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correlated to other factors reflecting watershed position, including elevation and latitude, as
noted by Selbie et al. (2010).

The available evidence does not support the hypothesis that exposure to water contaminants
during the downstream migration could be a contributing factor to declines in Fraser sockeye
productivity (MacDonald et al. 2011, Section 5.4). The post-juvenile index of sockeye
productivity declined with increasing values of a water quality index for the migration period and
zone (i.e. the opposite pattern from what one would expect if contaminants were a cause of the
productivity declines). There was no relationship between the water quality index and the full
life cycle index of productivity. While the results of the sediment risk assessment showed that
the concentrations of iron and nickel were elevated at two locations within the basin (Lower
Fraser and South Thompson Rivers), and have likely increased in the Lower Fraser, exposure to
these contaminants of concern in sediment is unlikely to be sufficient to adversely affect the
survival, growth or reproduction of sockeye salmon.

Hinch and Martins (2011) did not examine the effects of temperature on downstream migration,
though section 1.5.1 of their report describes increasing temperatures in the Fraser River in late
spring and early summer, and earlier timing of the spring freshet (about 6 days earlier than in the
1950’s). Nelitz et al. (2011; Section 4.2; Table 17) used springtime air temperature as an
indicator of the timing of ice break-up in nursery lakes (one of the cues of smolt outmigration),
and tested the hypothesis is that if lake ice breaks up significantly earlier than experienced
historically, smolts would leave sooner, arrive in the Fraser estuary at the wrong time, and
experience lower productivity. They found that years with warmer spring time air temperatures
in nursery lakes were indeed associated with lower life cycle productivity in 14 of 18 Fraser
stocks, but these negative correlations were weak and not statistically significant. The absence of
statistical significance could be due either to the absence of a real relationship, or the fact that
fairly crude indicators (air temperatures) were used as predictors. In the recent PSC report on
Fraser sockeye, Peterman et al. (2010; section 4.6) found no change in the migration timing of
smolts from Chilko Lake, and in Cultus Lake the median date of outmigration has shifted later
by about 13 days over the past 80 years (i.e., contrary to the expected response to climate
change). Better data are needed to assess trends in the timing of smolt outmigration relative to
changing climate conditions, and how this influences later survival once smolts enter the ocean.

Harrison River sockeye have a different life history from the rest of Fraser River sockeye
populations. They leave their rearing habitats as fry (sometimes called underyearling smolts) in
the year after spawning occurs (rather than in the second year after spawning), and reside in the
Fraser estuary for up to 5 months before entering the ocean. This life history would cause
Harrison smolts to experience considerably greater exposure to contaminants and other stressors
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in the Lower Fraser than other Fraser sockeye, yet this stock is the only one of 19 with increasing
productivity. This implies that conditions in the Lower Fraser River were not sufficiently
stressful to cause productivity declines in Harrison sockeye, and suggests that Lower Fraser
conditions were unlikely to be a primary driver of observed productivity declines in the other
Fraser stocks that pass through the Fraser estuary much more quickly.

4.3.4 Correlation/consistency with patterns in non-Fraser River sockeye
productivity

We do not have indicators of potential stressors for non-Fraser sockeye stocks during the smolt
migration stage. Similar arguments to those presented in section 4.2.4 apply to habitat and
contaminant stressors during the smolt migration stage (i.e., we suspect they are not primary
drivers of observed productivity declines, but have no stressor data to test this hypothesis).

4.3.5 Other evidence

Other evidence includes literature demonstrating thresholds, an understanding of the specific
form of response of sockeye to certain stressors (i.e., helping to accept or reject different
suspected causes), experiments demonstrating cause-effect linkages, or positive sockeye
responses following the removal of a stressor. In general, the level evidence for Stage 2 is less
than for Stage 1, due primarily to the challenges of experimentally evaluating responses of
rapidly migrating smolts to a continuing gradient of stressors. Evidence is strongest for such
stressors as contaminants and temperature, which are amenable to experimentation. As
discussed above, MacDonald et al. (2011) compared water contaminant concentrations during
the smolt migration period with thresholds established from laboratory and field studies, and
found no evidence that contaminants encountered by smolts contributed to declining sockeye
productivity. Studies of smolt health conducted in other rivers (e.g., Columbia River and other
studies reviewed in Marmorek et al. 2004) are generally not applicable to the Fraser situation.
Therefore, we are left with little other evidence to evaluate stressor hypotheses.

4.3.6 Conclusions

Table 4.3-1 shows our conclusions regarding the effects of each stressor on life history stage 2
(smolt migration from rearing habitats to the Fraser Estuary). Again, our conclusions relate to the
overall trends in sockeye productivity over the last two decades. This table is identical to Table
4.2-1 for Stage 1, except that migrating smolts are judged to have no exposure to either mines or
small hydro, compared to low exposure for eggs, alevins and fry.
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Table 4.3-1. Evaluation of the relative likelihood that potential stressors encountered by Fraser River sockeye
salmon during their smolt migration from rearing habitats to the Fraser Estuary (Stage 2) have contributed
to overall declines in productivity in recent decades. See section 4.7 for further statistical analyses relevant
to the correlation/consistency column.

Factor Mechanism  Exposure Correlation/Consistency Other Likelihood
Evidence

Forestry’ Yes Yes No No* Unlikely

Mining Yes No Not done No* Unlikely

Large hydro Yes Yes No Against Unlikely

Small hydro Yes No No No* Unlikely

Urbanization  Yes Yes No No* Unlikely

above Hope

Agriculture® Yes Yes No No* Unlikely

Water Use Yes Yes No Yes Unlikely

Contaminants  Yes Yes No Yes Unlikely

Density Yes Some No No Unlikely

Dependent stocks

Mortality

Pathogens Yes Few data Not done Yes No
conclusion
possible

Predators Yes Few data No No Unlikely

L. Fraser land Yes Yes for No No Unlikely

uses ag/for; No

for others
Climate Yes Yes Weak evidence Mixed Possible
Change

* Tt is difficult to establish hazard thresholds for the proportion of watershed area above which there are negative
impacts on sockeye spawning and rearing. Such thresholds are better defined for contaminants and water use.

" Agriculture and forestry rows include evidence from both Technical Reports 3 (Nelitz et al. 2011) and 12
(Johannes et al. 2011). Forestry includes logging, Mountain Pine Beetle and log storage.

As for Stage 1, we conclude that with the exception of climate change, which we consider to be a
possible factor, and pathogens (for which no conclusion is possible due to data gaps), it is
unlikely that other factors (i.e., forestry, mining, large and small hydro, urbanization, agriculture,
water use, contaminants, density dependent mortality, predators, and Lower Fraser land use)
taken cumulatively, were the primary drivers behind long term declines in sockeye productivity
across the Fraser Basin. A major reason for this conclusion is the short time period over which
migrating smolts are exposed to the above stressors. Though not primary drivers of the Fraser
sockeye situation, each of the factors considered for Stage 2 may still have had some effects on
some Fraser stocks in some years (the data are insufficient to reject that possibility).

However, since smolt migration occurs subsequent to enumeration of fry and smolts in rearing
lakes, we have no analyses relating survival rates during this life history stage to potential
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stressors. Thus our conclusions have a lower level of confidence than for Stage 1. While there
are some survival estimates for acoustically tagged smolts, these data (which only cover a few
stocks) were not analyzed by any of the Cohen Commission technical studies.

As we found for Stage 1, none of the factors considered for Stage 2 is likely to have been much
worse in 2007 for downstream migrating smolts, sufficient to have significantly decreased smolt
survival prior to entering the ocean, and affecting the 2009 returns. Ocean conditions in 2007
are a very different story, discussed in the next section. Similarly, none of the factors affecting
smolt survival during their downstream migration are likely to have ben much better in 2008,
sufficient to have substantially improved smolt to adult survival in the salmon returning in 2010.
For example, Rensel (2010, Figure 4 in Appendix C of Peterman et al. 2010) found that Fraser
River flows in May were higher than normal in both 2007 and 2008.

4.3.7 Key things we need to know better

Sockeye smolt survival from rearing to the estuary is a significant gap in the current assessment.
In the Columbia River, extensive PIT-tagging (Passive Induced Transponders) of hatchery fish
(mostly chinook and steelhead) have provided precise estimates of in-river smolt survival rates,
as well as smolt to adult survival rates, leading to considerable advancements in understanding
(e.g., Schaller et al. 2007). The PSC Panel on Fraser sockeye declines (Peterman et al. 2010) had
the following recommendations, with which we concur:

“The survival rate of sockeye juveniles during their migration downstream within the
Fraser River cannot currently be estimated separately from the overall juvenile-to-adult
survival rate. To identify the timing and location of sockeye mortalities, this limitation
should be (and can be) corrected. In the absence of correcting this issue, focusing research
mainly on marine conditions may be insufficient for improving understanding, forecasting,
and management. The Panel recommends research to assess sockeye smolt survival
between lakes and the Fraser River estuary. The priority is rated higher for future
management actions because corrective actions could be taken for disease and/or
contaminant problems, for example.” (Peterman et al. 2010; pg. 21)

4.4 Stage 3: Coastal Migration and Migration to Rearing Areas

This stage covers the journey of sockeye salmon from the mouth of the Fraser River to the Gulf
of Alaska.

4.4.1 Plausible mechanisms

As shown in the conceptual model (Figure 3.3-1) potential factors affecting Stage 3 include: 1)
pathogens and disease; 2) predators, 3) marine conditions, 4) Strait of Georgia habitat
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conditions (including marine conditions and human activities and development in the
surrounding area), 5) climate change, and 6) salmon farms (note: the salmon farms technical
report is not yet available). There are cause-effect mechanisms by which each of these factors
could at least potentially affect the health and survival of sockeye salmon post-smolts after
leaving the Fraser River and progressing through their coastal migration to the North Pacific
Ocean, as described below.

This stage is particularly important to Fraser River sockeye salmon. McKinnell et al. (2011,
Section 2) explain that for Fraser River sockeye salmon in particular, this stage may equate to a
“race northwards to find better feeding conditions”. The sockeye salmon populations that enter
the ocean in the more southern portions of sockeye habitat range have longer ocean migrations to
the Gulf of Alaska, with lower average growth rates and lower ocean survival than those entering
from more northern rivers. Therefore, Fraser River sockeye salmon may be particularly sensitive
to any increases in stress through this critical stage.

Pathogens and disease could potentially lead to increased mortality of sockeye salmon post-
smolts. Kent (2011) provides a list of potentially important pathogens and indicates that there are
many potential pathogens that could cause mortality in wild salmon. He identifies the following
pathogens as potentially “high risk” over the entire life of sockeye salmon: the IHN virus, three
bacteria (Vibrio anguillarum, Aeromonas salmonicida, Renibacterium salmoninarum), and two
parasites (Ich -Ichthyophtheirus multifillis and the myxozoan Parvicapsula minibicornis). IHN is
important for fry but also occurs in the marine environment and there have been outbreaks in
pen-reared Atlantic salmon. Kent (2011) reports that although sockeye salmon post-smolts
appear to be less susceptible, recent evidence suggests that virulence is variable and therefore it
is conceivable that some strains may be more pathogenic to sockeye salmon in the ocean.

Kent (2011) describes several important interactions with pathogens and disease that may
increase the impact on sockeye salmon. Temperature influences the immune status of fish and
most pathogens increase with temperature either due to a direct response to warmer conditions or
an indirect response to increases in invertebrate hosts and other intermediate vectors. Organic
pollutants can increase intermediate hosts and opportunistic fungi and bacteria, and toxic
contaminants may impair fish immune systems but may also increase the mortality of
invertebrate hosts. Some research suggests that land use practices also have an indirect effect on
pathogens. Aquaculture was not considered in our report as the Commission Technical reports
on this potential stressor were not available, but will be considered in an addendum to this report.
Unfortunately, there are insufficient data to evaluate the extent to which these potential
interactions of pathogens and other stressors are (or are not) causing sockeye smolt mortality
during their coastal migration.
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There are many marine predators that may consume sockeye post-smolts as they migrate from
the mouth of the Fraser northward along the coast. Christensen and Trites (2011) identify spiny
dogfish, coho salmon, chinook salmon, juvenile sablefish, humbolt squid, and arrowtooth
flounder as potential fish predators. Potential bird predators include common tern, arctic tern,
pelagic cormorant, Brandt’s cormorant, gulls, and common murre. Mortality due to predation is
likely to have always been high during this life stage as the sheer abundance of post-smolts
migrating up the coast would have always attracted a diversity of predators, but if the level of
predation has increased in recent decades, the impact on the sockeye salmon population may
have also increased. Marine mammal predators (including pinnipeds and cetaceans) have been
documented eating salmon post-smolts but there is no evidence of marine mammal predation on
sockeye salmon post-smolts (Christensen and Trites, 2011). However, knowledge on the diet,
abundance, distribution and biology of potential predators is often scarce. For example, little
information is known on the diet of Pacific white-sided dolphins, but salmon might represent 30-
60% of their diet during June through November (Christensen and Trites, 2011). Salmon is also
known to be an important prey species for Steller sea lions, although the evidence suggests that
Steller sea lions predominantly eat adult salmon rather than juveniles. Knowledge of specific
predator-prey associations is largely based on diet information for predators but such information
is largely qualitative and often non-existent for particular predators of interest (Christensen and
Trites, 2011). Overall, Christensen and Trites (2011) emphasize that even if it could be shown
that the aggregate rate of predation on sockeye salmon has increased substantially over the past
several decades, it would likely still not be possible to determine whether predation itself was
contributing to the decline of sockeye salmon or predators are simply acting as the
“executioners” of sockeye salmon that were already less healthy and slower due to some other
underlying driver.

Christensen and Trites (2011) also put forth an alternate theory regarding the potential impact of
predation on sockeye salmon. They suggest that if there have been substantial declines in the
populations of alternate prey species that are physically comparable to sockeye salmon,
predators that might otherwise not eat or not prefer sockeye salmon might increase their
consumption. In this situation, it would be possible for predators to have an increased impact on
sockeye salmon while not actually increasing in abundance.

Competition is another plausible mechanism of potential importance discussed by Christensen
and Trites (2011). Ruggerone et al. (2010) summarize trends in wild and hatchery populations in
the North Pacific, and discuss the potential for a “tragedy of the commons” effect due to
increased numbers of fish competing for a finite pool of food resources. In section 4.7, we
consider the extent to which total pink salmon abundance (wild plus hatchery) can explain
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changes in Fraser sockeye stock productivity. As discussed in section 4.7, these effects are most
likely to occur in Stage 4 (growth in the North Pacific and return to the Fraser).

McKinnell et al. (2011) investigate how marine conditions along the coast may potentially have
affected Fraser River sockeye salmon over recent decades and the 2005 brood year (2009
returns) in particular. The physical conditions examined include wind, river discharge, salinity,
temperature, water density, and water column stability. The primary biological conditions
examined were the timing and magnitude of chlorophyll production. Broad scale climate drivers
can influence river discharge and wind regimes, which may then influence the salinity of coastal
waters. Salinity and temperature interact to affect water density, water column stability and
therefore surface mixing, which impacts the productivity of the surface layer and its potential to
increase in temperature. Fraser sockeye salmon are negatively affected by warmer and less
productive ocean conditions. McKinnell et al. (2011, Sections 6.1, 6.2) explore the oceanography
and climate of the Strait of Georgia and Queen Charlotte Strait/Sound.

Johannes et al. (2011) explore how human activity and development in the areas surrounding
Strait of Georgia may potentially have had a negative impact on habitat quality for sockeye
salmon as they leave the Fraser River estuary. Changes in the human population may be a proxy
for many feasible mechanisms by which human activity and development might directly impact
sockeye salmon habitat quality. Increasing contaminants in the Strait of Georgia from mills,
industrial facilities, chemical inputs to farming, and liquid and solid waste inputs could
potentially degrade habitat quality. Forestry is a major land use in the areas surrounding the
Strait of Georgia. Although forestry has been shown to often have a negative effect on freshwater
and estuary habitats for salmon, the potential impact on inshore marine habitat is uncertain
(Johannes et al., 2011). Increased marine traffic may also create transient disturbances upon the
surface and contribute further contaminants to the water.

Climate change could potentially have driven broad scale changes to the entire ecosystem
(Hinch and Martins, 2011). It is plausible that climate change may have contributed to changes
in the timing, magnitude, patterns, trends and variability in physical and biological habitat
conditions along the coast. The potential impacts to sockeye salmon could be direct, such as
increases in sea surface temperature, or indirect, such as changes in predation, disease, or food
abundance and quality.

4.4.2  Exposure of Fraser River sockeye to stressors

Most of the evidence on exposure to particular stressors during this life stage is based on an
understanding of the general migration route and timing of Fraser River sockeye salmon and an
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assumption that exposure occurs where there is spatial and temporal overlap of potential factors
with the post-smolts. As sockeye salmon pass through the Strait of Georgia, Queen Charlotte
Sound, and along the coast they are exposed to the physical and biological conditions of the
season.

Strong evidence of exposure would require a much more precise knowledge of the spatial and
temporal patterns of both the sockeye salmon and each specific potential stressor, recognizing
that migration timing varies among stocks. The mere presence of a potential stressor does not
necessarily mean that exposure has occurred. For example, finding a particular contaminant at
one sampling location in the Strait of Georgia does not mean that sockeye salmon were exposed
to it. If an infection is detected in fish, that may implicate exposure to that pathogen, but overlap
with the pathogen alone may not. Furthermore, “exposure” in a general sense to potential sources
may not necessarily correspond with exposure to actual detrimental conditions. Johannes et al.
(2011) show that farm area and total farm inputs (i.e. chemical fertilizers and insecticides) have
been increasing around the Strait of Georgia, yet improved management practices have reduced
runoff from farms waste, which is the element that is most likely to directly affect sockeye
salmon.

Exposure to many predators can only be assumed based on the likely overlap in space and time
because knowledge of the distribution and diet of many predators is lacking. Christensen and
Trites (2011) have searched the scientific literature for diet information for potential predators
but the data are often relatively sparse, old or only available for particular species. Physical
evidence that particular predators have consumed sockeye salmon post-smolts provides
convincing evidence of exposure, but a lack of such data does not support any conclusions about
exposure - most sockeye that are eaten are simply never seen again and thus exposure cannot be
confirmed. The importance of potential predators is often based on knowledge about the
composition of a predator’s diets and whether or not sockeye salmon is a preferred prey species.
However, it is possible that a relatively abundant predator could have a substantial impact on
sockeye, even if sockeye comprised only a small, possibly undetectable fraction of the predator’s
diet (Christensen and Trites, 2011). For example, if 0.1% of the diet of spiny dogfish were
sockeye smolts, spiny dogfish would consume 14.5 million smolts within the Strait of Georgia
and yet over a thousand dogfishes might need to be sampled before finding one containing
sockeye salmon smolts (Christensen and Trites, 2011, p. 77). To provide some frame of
reference, the average number of smolts leaving Chilko Lake from 1997-2005, prior to
accounting for any mortality while outmigrating to the ocean, was approximately 22.5 million.
The key point here is that a predator could have a substantial impact on a prey species even if
that prey is a negligible proportion of the predator’s diet. For example, the existing evidence
shows that juvenile salmon represents a very small proportion of the diet of Steller sea lions. The
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more important question is: what is the net impact of Steller sea lions on sockeye salmon?
However, predation is a major part of sockeye salmon's natural lifecycle; substantial exposure to
predation should be expected even if predation has not substantially contributed to the decline of
Fraser River sockeye salmon.

Very little is known about the exposure of Fraser River sockeye salmon to pathogens and
disease. Relatively few outbreaks of disease have ever been documented in BC sockeye salmon
(Kent, 2011). However, this is not strong evidence against exposure to potentially important
diseases because there is simply very little research on wild fish; most research focuses on
hatchery fish and there is minimal data on the marine phase at all (Kent, 2011). There is
currently poor understanding of the prevalence, geographic distribution, and virulence of
pathogens that wild sockeye salmon might be exposed to in the marine environment (Kent,
2011).

Johannes et al. (2011, Section 4) have concluded that the potential exposure of sockeye salmon
in the Strait of Georgia to impacts from human activity and development12 (evaluated in terms
of geographic overlap and magnitude of interaction) are “nil” to “low” for the following
categories of potential stressors: population growth and urbanization; agriculture and forestry
land use; large industrial and infrastructure projects; solid and liquid waste; and dredging, diking,
and disposal at sea; contaminated materials; and, nonindigenous species introductions. The
geographic overlap is evaluated as a moderate only for shipping and vessel traffic, but the
magnitude of interaction is still only evaluated as low (Johannes et al., 2011).

Another poorly understood factor is the extent to which the Strait of Juan de Fuca is
occasionally used by post-smolts leaving the Strait of Georgia, and how this behavior may vary
over time and among specific stocks. McKinnell et al. (2011) provide a summary of the available
evidence on the use of this alternate migration route. Any sockeye salmon that use this route
might avoid exposure to potential stressors in the northern Strait of Georgia and Johnstone Strait,
but it appears that the use of this route has been relatively rare in sockeye salmon.

McKinnell et al. (2011, section 7.1.1) explain how the resolution of most marine data does not
correspond with the fine scale variability that sockeye salmon actually experience as they
migrate up the coast. Regional data is often inferred from only a single or relatively few point

2 “Human activities and development” refers specifically to those activities and developments considered within
Technical Report #12 (Fraser River Sockeye Habitat Use in the Lower Fraser and Strait of Georgia), which do not
include salmon farms. Exposure to salmon farms will be covered in the technical report on aquaculture, which is
currently in progress. The present report does not provide any conclusions regarding salmon farms.
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observations that are then averaged across time and/or space to capture broad scale variation;
however, the specific conditions encountered by migrating sockeye salmon in a specific location
at a specific time may not be reflected in regional data (McKinnell et al., 2011, section 7.1.1).
Given the absence of more spatially precise data and knowledge of sockeye location, one must
assume that sockeye salmon passing through a particular region are exposed to the regionally
averaged conditions.

4.4.3 Correlation/consistency with patterns in Fraser River sockeye
productivity

Kent (2011) reports that the limited survey data available on pathogens and disease do not
indicate any increase over time; however, it is impossible to determine whether these sparse data
are representative of broader trends across other pathogens. Almost no data exist with which to
assess changes in the abundance of different pathogens over time, the prevalence of diseases
over time, or the spatial distribution of important pathogens (Kent, 2011). This makes it
impossible to assess whether diseases are correlated with Fraser sockeye productivity.

Christensen and Trites (2011) did not test for any statistical relationships between predator
abundance and the observed patterns in sockeye salmon abundance or productivity. One factor
that complicates such analyses is that changes in predator abundance are only a rough proxy for
potential changes in the magnitude of sockeye consumed; the ultimate impact of the sockeye
salmon population is going to be a product of both predator abundance and consumption rates.
Christensen and Trites (2011) note that several key fish predators (including spiny dogfish, coho
salmon, chinook salmon, juvenile sablefish), and key marine bird predators have been declining,
or at least not increasing, over recent decades. Conversely, arrowtooth flounder, which is
believed to be a potentially important predator of sockeye salmon, appears to be increasing in
abundance. However, data on abundance over time do not generally exist for most fish and bird
predators except for a few commercially important species (Christensen and Trites, 2011).
Marine mammals such as Steller sea lions and harbour seals have increased substantially over
recent decades. Christensen and Trites (2011) report that juvenile salmon do not represent a
significant proportion of the diet of these marine mammals, but as the spiny dogfish example
cited in the previous section indicates, this does not definitively exclude such predation from
possibly having an impact on salmon populations. Several important, abundant prey species have
decreased substantially over time, which might drive predators that would otherwise not favor
sockeye salmon to increase their consumption (Christensen and Trites, 2011).

McKinnell et al. (2011) demonstrate that the cohort from the 2005 brood year may have endured
extreme physical and biological ocean conditions in Queen Charlotte Sound during their 2007
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coastal migration. Anomalous climate conditions in 2007 resulted in exceptional snowpack
accumulation in the mountain ranges of western BC during the winter, then a delayed but rapid
snowmelt in the spring that produced extreme levels of discharge into Queen Charlotte Sound.
As a result of this large influx of freshwater into the Sound, salinity measurements were found to
be at or near record lows throughout the area. This anomaly was then maintained by an atypical
wind regime that kept these fresher waters “backed up” in Queen Charlotte Sound. The sea level
anomalies observed in Prince Rupert provide further support for this mechanism. The products of
these factors were a fresher surface layer and a more stable ocean column that inhibited mixing,
allowing the surface layer to warm to higher than average temperatures and potentially become
depleted of nutrients. The spring of 2007 marked a year of very poor chlorophyll production in
Queen Charlotte Sound, a factor that has been associated over time with poor survival rates of
sockeye salmon from Chilko Lake. The combination of a substantial reduction in food supply
and the higher energetic costs of migrating through warmer waters could potentially have led to
increased mortality of the cohort of Fraser River sockeye salmon that returned in 2009. However,
by contrast, McKinnell et al. (2011) found that while some of these same physical and biological
measures were higher than average in the Strait of Georgia in 2007, none of them exhibited
extreme levels. Although long records of many physical ocean properties are available, there
exists only a limited record for biological properties such as chlorophyll concentration (i.e. since
1998). McKinnell et al. (2011; page ix and 135) noted that in 2007 there was typical survival of
acoustically-tagged hatchery-reared sockeye salmon from Cultus Lake northward through the
Strait of Georgia in 2007, which is consistent with the non-extreme physical conditions discussed
above.

McKinnell et al. (2011; page 110) emphasize that conditions in Queen Charlotte Sound were

very different in 2008 (affecting the 2010 returns) as compared to conditions in 2007 (affecting

the 2009 returns):
“The summer of 2008 was the opposite of 2007. Sea surface temperatures along the
North American coast were cool following what was the coldest year in the Gulf of
Alaska since 1972, and these cool anomalies persisted along the coast through
September. Unlike the Strait of Georgia, migrating sockeye salmon in 2008 would have
had a very different thermal experience during their migration in 2008 compared to 2007
once leaving the coastal straits. The temperature of surface seawater along the coast is
often an indicator of major ecological changes that accompany the warmer/colder ocean.”

The much improved marine survival rates of Fraser sockeye in 2008 (relative to 2007) are
consistent with the hypothesis that sea surface temperatures strongly affect marine survival.
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Johannes et al. (2011) demonstrate that although the human population surrounding the Strait of
Georgia has consistently increased over the past two decades, trends observed in human activity
and development have been more variable (e.g., liquid and solid waste stable, substantial
decrease in the number of new large developments per decade, agricultural area increased 10%,
livestock more than doubled, fertilizer inputs remained stable, insecticide inputs increased
roughly 100%, forest harvesting decreased 50%, ship movements stable, cruise ship traffic
steadily increased, concentrations of contaminants decreased substantially).

Hinch and Martins (2011; section 1.4.3) summarize studies indicating an inverse relationship
between sockeye salmon early marine survival and increasing sea temperature. This suggests
that there is strong evidence for a direct impact of climate change on sockeye salmon. However,
because coastal sea surface temperatures experienced by Fraser River sockeye salmon remain
within their tolerable range, it is suggested that temperature is a proxy for other regional
mechanisms or interactions affected by climate change (Hinch and Martins, 2011).

4.4.4 Correlation/consistency with patterns in non-Fraser River sockeye
productivity

Other sockeye stocks overlap with portions of the coastal migration of Fraser River sockeye
salmon. Stocks that share both geographic and temporal overlap will likely encounter similar
pathogens, predators and ocean conditions during this stage. The extent to which such stocks
show similar trends in productivity to those of the Fraser River (see Peterman and Dorner, 2011)
would provide evidence supporting the importance of these stressors. In examining the
productivity patterns over 64 Fraser and non-Fraser sockeye populations from Washington to SE
Alaska, Peterman and Dorner (2011; pg. 3) comment that: “The large spatial extent of
similarities in productivity patterns that we found across populations suggests that there might be
a shared causal mechanism across that large area.”, though they acknowledge that further work is
required to test this hypothesis. The Cohen Commission technical reports do not however
include analyses of the relationships between stressors at this stage and productivity indices for
non-Fraser River sockeye.

4.4.5 Other evidence

In terms of factors potentially contributing to the poor 2009 returns, McKinnell et al. (2011)
provide detailed evidence of physical and biological ocean properties that exceeded their
historical records thus exceeding the known range of natural variability, which we consider to be
an exceedance of an implicit threshold. With respect to the overall relationship between sea
surface temperatures and Fraser sockeye smolt survival, Hinch and Martins (2011; section 1.4.3)
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summarize the following evidence of how warmer temperatures indirectly affect sockeye
(references cited in their report):

o along the British Columbia coast, warm SSTs are associated with reduced upwelling and
hence low food availability (i.e. zooplankton) for young sockeye salmon;

o the peak timing of the copepod Neocalanus plumchrus, the main zooplankter in the Strait
of Georgia, has advanced up to 30 days in the past decades and the peak duration has
shortened in response to warming;

o the observed advance in timing of the Fraser River spring freshet may also be
contributing to an earlier peak in zooplankton density in the Strait of Georgia;

o changes in food availability as well as high metabolic rates incurred by warm waters are
consistent with the observation that early marine growth of Fraser River sockeye salmon
is reduced when coastal SST is warm;
reduced growth would make juveniles more vulnerable to predation mortality;
the abundance of non-resident predatory fish in coastal waters off British Columbia
increases in warm years; and

o resident predatory fish increase food consumption so as to offset high metabolic rates
incurred by warm waters

Conditions in Queen Charlotte Sound versus the Strait of Georgia

One of the most striking differences between the conclusions reached at the Cohen Commission
workshop (Appendix 6) and the PSC report (Peterman et al., 2010) concerned the relative
importance of ocean conditions inside versus outside the Strait of Georgia (SoG) during the
coastal migration of sockeye salmon to the Gulf of Alaska. Peterman et al. (2010) concluded that
it was “very likely” that physical and biological ocean conditions inside SoG during this life
stage had been a “major factor” contributing to the overall decline in productivity and “likely”
that they had been a major factor contributing to the poor returns in 2009'*. By comparison, the
panel concluded that it was “possible” that ocean conditions outside SoG had been a
“contributing factor” to both the overall and 2009 patterns in sockeye salmon. However, the
majority of the expert participants in the Cohen Commission workshop evaluated ocean
conditions inside SoG as being only a “likely” contributor to both the overall and 2009 patterns,
but that ocean conditions outside SoG, within Queen Charlotte Sound (QCS) in particular, were a

" The approaches used by Peterman et al. (2010) to assess the relative likelihood of different hypothese, as well as
the approaches used at the Cohen Commission Scientific and Technical workshop, were less formal than those we
applied in this technical report, and are not directly comparable. There were also differences in the group of experts
involved in making these assessments. For example, Peterman et al. (2010) gave ocean conditions inside the Strait
of Georgia their highest possible likelihood rating and ocean conditions outside the Strait of Georgia a lower
likelihood rating, whereas the participants at the Cohen Commission workshop concluded the reverse.
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“likely” contributor to the overall pattern and a “very likely”, potentially major, contributor to
the poor 2009 returns.

Using the data collected from the other Cohen Commission technical projects, we have
conducted quantitative analyses over several time periods. The analyses use multiple regression
to compare the ability of several different oceanographic and climatic variables (measured in
QCS and SoGQG) to explain the observed variability in Fraser River sockeye salmon productivity
(i.e., In(recruits/spawner)). A brief overview of the approach used is provided in Section 3.3.6
and the details of the methodology and results are described in Appendices 3 and 4, respectively.

We tested three model sets with the data available for marine conditions in QCS and SoG (Table
4.4-1). Each model set represents a set of covariates or independent variables that have complete
data over a specified period of time. Within each model set, different models (i.e., combinations
of variables) can be tested to determine their ability to explain the observed variability in the
dependent variable. In the present case, the dependent or response variable is sockeye salmon
productivity (In (recruits/spawner)). Models can only be directly compared to other models in the
same model set (i.e., using the same set of data) but not to models in other model sets. The time
frames of the three model sets tested in this section are brood years 1969-2004, 1980-2004, and
1996-2004. The key differences among the model sets examined are that sea surface
temperatures were not available for QCS until 1980, and chlorophyll was not available until
1996. The conclusions of these results are presented below, with details in Appendix 4.

For 1969-2004 (Table 4.4-2), the results show that the SoG temperature model (M8) and the
QCS salinity and discharge model (M4) were the two models with the most support, but neither
performed substantially better than the “global” model, which is the model that contains all the
variables in the model set (i.e., M1 in Table 4.4-2). For SoG during this period, temperature (M8)
is more valuable for explaining the observed variability in Fraser River sockeye salmon
productivity than salinity (M7). Overall, the analysis of this time period shows that there is
support for both QCS and SoG models — the top ranked model was for SoG, the second for QCS,
and the third was the global model, including both regions. These results show that for these
particular variables, over this particular time period, there is no clear evidence of any difference
between the explanatory value of the two regions; however, the absence of temperature data for
QCS is a substantial shortcoming of this model set, and chlorophyll is not included in any model.
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Table 4.4-1. Variables used in the quantitative analyses of marine conditions in Queen Charlotte Sound (QCS) and
the Strait of Georgia (SoG). All of the data included in this table were available to at least 2004 (in terms of
brood year). In many cases, even more recent data is available but the period of analysis was limited by the
data for productivity (i.e. the dependent variable), which was currently only available up to brood year
2004. The 2004 brood year produced adults that would have predominantly returned in 2008, with 5-yr olds
returning in 2009.

Variable Type  Variable Location  Data Metrics Start of available
data (brood year)
Dependent Productivity  n/a In (recruits/spawner) 1950
Independent Sea surface QCS Average SST, July-August 1980
temperature  SoG Average SST, April-August 1934
(SST)
Independent Sea surface QCS Average SSS, April- 1968
salinity (SSS) August, Egg Island
SoG Average SSS, April- 1934

August, Entrance Island

Independent Chlorophylla QCS Average concentration of 1996
cholorphyll a, April
Average concentration of
cholorphyll a, May

SoG Average concentration of 1996
cholorphyll a, April,
northern SoG
Average concentration of
cholorphyll a, May,
northern SoG

Independent Discharge QCS Average discharge, July, 1959
Wannock River (Rivers
Inlet)
SoG Average discharge, May, 1968

Fraser River
Average discharge, June-
July, Fraser River

Independent Wind QCS Average summer wind 1946
regime, June-July; principal
component of north-south
and east-west vectors
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Table 4.4-2. Model specifications for the 1969-2004 (brood years) model set. This table shows the variables
included in each of the 8 models tested (i.e., M1 to M8) within this model set. Table 4.4-1 explains which
specific data sets were used for each of these variables. “Rank of model” reflects the AIC, score showing
level of support (#1 ranked model had the highest level of support and lowest AIC, score).

Region | Variable | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8
QCS Salinity X | X X X

QCS Discharge X | X X

QCS Wind X | X

SoG Temperature | X X X
SoG Salinity X X X X

SoG Discharge X X X

Rank of model 3 4 5 2 7 8 6 1

For 1980-2004 (Table 4.4-3), the three models with the lowest AICc scores were M4 (QCS SST,
SSS and discharge), M5 (QCS SST and SSS), and M2 (QCS SST, SSS, discharge, and wind)
(Table A4.3-16). Together they indicate that the QCS models have greater explanatory value
than SoG models for Fraser River sockeye salmon productivity during 1980-2004. This
conclusion is supported further by the fact that the models with the next two lowest AICc scores
are M7 (QCS SSS) and M9 (QCS SST). This finding is an important new result because it is
alters the conclusion of Peterman et al. (2010) based on new data and analyses that were not
available at the PSC workshop.

Table 4.4-3. Model specifications for the 1980-2004 (brood years) model set. This table shows the variables
included in each of the 10 models tested (i.e. M1 to M10) within this model set. Table 4.4-1 explains which
specific data sets were used for each of these variables. “Rank of model” reflects the AIC, score showing
level of support (#1 ranked model had the highest level of support and lowest AIC, score).

Region | Variable | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10
QCS Temperature | X | X X | X X

QCS Salinity X | X X | X X

QCS Discharge X | X X

QCS Wind X | X

SoG Temperature | X X X X

SoG Salinity X X X X

SoG Discharge X X

Rank of model 6 3 |10 ] 1 2 8 4 9 5 7

Within both of the model sets discussed above (i.e. 1969-2004 and 1980-2004), and across all
models for both QCS and SoG, temperature demonstrated a negative or inverse relationship with
the productivity of Fraser River sockeye salmon. Salinity also had a consistent relationship
across all models within both of the model sets discussed above; however, the direction of the
relationship is in the opposite direction for the two regions, positive for QCS, and negative for
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SoG. This may be due to regional differences in mechanisms, the confounding impact of other
factors that interact with sea surface properties, or issues regarding the precise location of
measurements versus the precise migration routes of the sockeye. We cannot offer a definitive
explanation for why this might be the case or suggest any underlying mechanism.

For 1996-2004, it was not possible to test a model set with both QCS and SoG because the time
period was too short for the number of variables to be included for the two regions. The
alternative approach was to develop two model sets, one for each region, to test the importance
of chlorophyll against the other variables independently within each region (Tables 4.4-4 and
4.4-5). The results show that QCS chlorophyll may be an important metric in explaining the
variation in sockeye salmon productivity over the period of 1996-2004, whereas QCS
temperature and salinity are relatively uninformative parameters. To the contrary, within SoG
during this timeframe, salinity has strong support and the remaining parameters are found to be
uninformative, except when they are all included together in the global model. One should be
very cautious about drawing conclusions from patterns observed over such a very short period of
time, but these results do at least indicate that there may be strong regional differences in the
importance of the potential drivers examined. During the data processing steps of this project, it
was noted that the variance in chlorophyll measured in the Northern SoG was substantially
greater than that measured in the Central SoG across all months where data were provided
(Appendix 3). It may be worth examining these regional differences more closely.

Table 4.4-4. Model specifications for the 1996-2004 (brood years) model set for Queen Charolotte Sound. This
table shows the variables included in each of the 9 models tested (i.e. M1 to M9) within this model set.
Table 4.4-1 explains which specific data sets were used for each of these variables. “Rank of model”
reflects the AIC, score showing level of support (#1 ranked model had the highest level of support and
lowest AIC, score).

Region | Variable
QCS Chlorophyll

X X

M3 | M4 | MS | Mé6 | M7 | M8 | M9
X
X

<[] < | S

\% 01
X X
QCS Temperature | X X X X
QCS Salinity X X X | X | X
QCS Discharge X
QCS Wind X
Rank of model 9 6 4 2 3 8 5 7 |1

Table 4.4-5. Model specifications for the 1996-2004 (brood years) model set for the Strait of Georgia. This table
shows the variables included in each of the 8 models tested (i.e. M1 to M8) within this model set. Table
4.4-1 explains which specific data sets were used for each of these variables. “Rank of model” reflects the
AIC, score showing level of support (#1 ranked model had the highest level of support and lowest AIC,
score).
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Region | Variable | M1 | M2 | M3 | M4 | M5 | Mé6 | M7 | M8 | M9
SoG Chlorophyll | X | X | X | X X

SoG Temperature | X | X | X X X

SoG Salinity X | X X | X | X

SoG Discharge X X
Rank of model 3 9 8 6 2 1 5 4 7

4.4.6 Conclusions

Table 4.4-6 shows a summary of the results of the weight of evidence evaluation of potential
contributing factors at this life stage. All of the potential factors in this life stage have plausible
mechanisms. There are almost no data on exposure for pathogens making no conclusion
possible. The evidence presented suggests that sockeye salmon in the Strait of Georgia have little
direct exposure to human activities and development, leading to a conclusion that it is unlikely
that these factors have contributed to the decline of Fraser River sockeye salmon. Sockeye
salmon have been exposed to predators, marine conditions, and climate change during this early
marine phase. However, there has been no evidence presented on any correlations between key
predators and sockeye salmon survival. Some important predators appear to be increasing in
abundance, and some potentially important alternate prey appear to be decreasing, but many
other known predators are decreasing or remaining stable. It therefore remains possible that
predators have contributed to the observed declines in sockeye salmon. Based on plausible
mechanisms, exposure, consistency with observed sockeye productivity changes, and other
evidence, marine conditions and climate change are considered likely contributors to the long-
term decline of Fraser River sockeye salmon. Peterman and Dorner’s analyses of delayed
density dependence were applied to total productivity over the whole life cycle. Therefore, their
conclusion that delayed density dependence is unlikely to have been a primary factor causing
productivity declines (discussed in section 4.2 for life stage 1) reflects the net effect across all
life history stages. Aquaculture was not considered in our report as the Commission Technical
reports on this potential stressor were not available, but will be considered in an addendum to
this report.
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Table 4.4-6. Evaluation of the relative likelihood that potential stressors encountered by Fraser River sockeye
salmon during their coastal migration and migration to ocean rearing areas have contributed to overall
declines in productivity in recent decades. See section 4.7 for further statistical analyses relevant to the
correlation/consistency column.

Factor Mechanism  Exposure Correlation/Consistency Other Likelihood
Evidence

Pathogens Yes Few data - - No
conclusion
possible

Predators Yes Yes No data No data Possible

Marine Yes Yes Yes Yes Likely

Conditions

Human Yes No - - Unlikely

Activity and

Development

(SoG)

Climate Yes Yes Yes Yes Likely

Change

The only technical report to present evidence from this life stage specifically associated with the
2009 returns was the report on marine factors, which outlined a set of extreme conditions
encountered by this cohort that demonstrates plausibility, exposure, correlation, the exceedance
of the observed historical range of variability for several metrics, and the differential survival of
certain stocks and age-types. The conclusion is thus that it is very likely that marine conditions
during the coastal migration life stage contributed to the poor returns observed in 2009.

4.4.7  Key things we need to know better

There are several major elements about the life history of Fraser River sockeye salmon that are
poorly understood and prevent a better understanding of the contribution of key stressors in this
life stage to the overall decline in the population. These include:

1. estimates of number of smolts leaving the Fraser River (preferably by stock) would
indicate how many sockeye salmon might actually be dying during their outmigration
before even encountering the stressors they face in their marine environment. Presently,
there are only some estimates available for Chilko and Cultus.

2. information on the health and condition of smolts leaving the Fraser River, including
size, contaminant and disease burdens, signs of temperature stress, would provide
valuable insight into the contribution of freshwater stressors prior to reaching the ocean.
Even if a high proportion of smolts survive until the ocean, they may be extremely
vulnerable to only small changes in the stressors they will face during their coastal
migration if they are already in poor condition when they arrive.
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3. survival rates within key portions of the coastal migration would help determine where
the highest levels of mortality occur, for example in the Strait of Georgia, Johnstone
Strait, or Queen Charlotte Strait/Sound.

4. increased knowledge of stock-specific migration routes and timings would increase the
ability to look for contrast in space and time among the stressors that different sockeye
salmon stocks encounter (e.g., how often and to what extent do certain age-types within
certain stocks use the Strait of Juan de Fuca).

5. increased knowledge of the migration route and timing of the Harrison stock would
provide a particularly valuable contrast to other Fraser River sockeye stocks for two
reasons: 1) the life history of the Harrison stock is quite different from all of the other
stocks, and 2) this stock has demonstrated an increase in productivity while almost all
other stocks have shown decreasing productivity.

6. estimates of the total consumption of sockeye salmon by particular species of marine
mammals should be calculated, based on the current knowledge about the consumption
rates of sockeye salmon and other prey species, the bioenergetics of those marine
mammals, and their population. Such calculations would provide a better indication of
the cumulative potential impact of predation by marine mammals on sockeye salmon
populations.

All of these elements represent critical gaps in our understanding of the life history of Fraser
River sockeye salmon, where neither the current situation nor historical conditions are well
understood. Knowing the natural baseline for these elements would better inform our
understanding of how patterns have changed, but data collected now can only inform our
understanding of the current reality.

4.5 Stage 4: Growth in North Pacific and Return to Fraser

This stage covers the growth and maturation of sockeye salmon in the North Pacific Ocean and
their return back to the Fraser River.

4.5.1 Plausible mechanisms

As shown in the conceptual model (Figure 3.3-1) potential factors affecting Stage 4 include: 1)
pathogens and disease; 2) predators, 3) marine conditions, 4) climate change, and 5) Strait of
Georgia habitat conditions (including marine conditions and human activities and development
in the surrounding area). There are cause-effect mechanisms by which each of these factors
could at least potentially affect the health and survival of immature and mature sockeye salmon
in the North Pacific Ocean and adults returning to the Fraser River, as described below. In
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general, the potential mechanisms in this stage are similar to those described for Stage 3 (Section
4.4) above.

The high risk pathogens described earlier are known or suspected to potentially affect both
juveniles and adults. However, although Parvicapsula minibicornis has been documented to be
highly prevalent in sockeye salmon smolts, it is not found in adults, which suggests that
mortality due to this pathogen occurs within the early marine phase (Kent, 2011). Overall, very
little is known about pathogens and disease in the marine environment (Kent, 2011).

The potential mechanisms for predators to affect sockeye salmon populations are the same as
above (increased abundance, increased predation rate, or decreases in alternate prey) but the
assemblage of potential predators is different. Christensen and Trites (2011) identify salmon
shark and daggertooth as key predators of adult sockeye salmon that could plausibly have had an
increasing impact on sockeye salmon populations. Sockeye salmon is known to comprise a large
portion of the diet of salmon sharks. Blue sharks do not specialize on sockeye salmon, but do eat
salmon in general and are much more abundant than salmon sharks. On the return journey back
to the Fraser, there are many marine mammals that will prey on adult salmon. In some cases,
sockeye salmon do not appear to be a substantial portion of any of their diets but, as illustrated
by the spiny dogfish example in Section 4.4.2, this does not necessarily imply that such predators
do not have an impact on sockeye salmon. The effect of any predator on sockeye depends on the
predator’s abundance, the proportion of the predator’s diet which consists of sockeye salmon,
and the resulting total biomass of sockeye consumed by the predator. Data collected by P.F
Olesiuk (unpublished) on Steller sea lion scat samples was presented at both the PSC workshop
and the Cohen Commission workshop. These data show that adult salmon is a common
component of the diet of Steller sea lions, being found in approximately 12-30% of samples,
varying by season (Peterman et al. 2010, A. Trites, workshop presentation). These samples were
not identified by species. Other research has suggested that salmon represent approximately 10%
of the overall diet of Steller sea lions, and that sockeye salmon contribute to 9% of that portion
(i.e. 0.9% of the total diet; A. Trites, workshop presentation). However, since Steller sea lions
consume a large amount of biomass, a small proportion of that consumption could still plausibly
have a meaningful effect on sockeye salmon. The technical report on predators did not include
estimates of total sockeye consumed by Steller sea lions. The bird predators described above are
not relevant to this life stage. Returning adult sockeye salmon are a very different prey then their
earlier post-smolt forms: larger, but fewer and faster.

The biological and physical ocean conditions are fundamentally important for the health and

survival of maturing sockeye salmon in the North Pacific Ocean. For example, ocean
temperature has a critical influence on bioenergetics for sockeye salmon (McKinnell et al.,
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2011). The thermal limit hypothesis describes the role that ocean temperature has in limiting the
geographic range of sockeye salmon in the North Pacific, and suggests how this range may be
reduced by warming ocean temperatures due to climate change. But McKinnell et al. (2011,
Section 3.5) critique this theory because it does not consider the ability of sockeye salmon to
seek cooler ocean temperatures simply by moving deeper. Inter-annual and inter-decadal
variation in ocean temperature and biological productivity are known to have substantial impacts
on many marine species (McKinnell et al., 2011).

Such variability in ocean conditions may be further exacerbated by climate change. For
example, in recent decades the Pacific Decadal Oscillation has been exhibiting more frequent
oscillations between phases (Hinch and Martins, 2011, Section 1.5). Hinch and Martins (2011)
suggest that “it seems that interannual variations in climate conditions have contributed to the
extreme variation in the abundance of returning adults that were observed in 2009 and 2010”.

Habitat conditions in the Strait of Georgia, including marine conditions and human activities
and development are obviously not factors during the open ocean phase, but the same
mechanisms described in Section 4.4 are relevant for returning adults. Returning adults may
potentially be more resilient to some of the stressors encountered through the Strait of Georgia,
especially since returning individuals are those that have survived the early marine phase and
two winters in the open ocean.

4.5.2  Exposure of Fraser River sockeye to stressors

The ability to assess the exposure of Fraser River sockeye salmon to various potential stressors
in the open ocean and return journey to B.C. coastal waters is severely limited by lack of
knowledge of the distribution of sockeye salmon during this stage. McKinnell et al. (2011,
Section 1.3) describe the lack of systematic monitoring and report that “there are virtually no
observations of Fraser River sockeye salmon during about 75% of their life at sea and the value
of coincidental samples taken during their emigration from the Strait of Georgia is debatable”.
Aside from the following case where there is some information with which to evaluate exposure,
one must simply assume that the Fraser River sockeye salmon have been exposed to the
mechanisms described above.

The evidence presented by Christensen and Trites (2011) shows that for marine mammal
predators there has not been exposure to California sea lions because they are not present along
the southern coast of BC during the summer. However, Steller sea lions have a large population
distributed along with the northern and western coasts of Vancouver Island during the summer
and the total population for BC and southeast Alaska may be upwards of 60,000 (Peterman et al.
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2010) and the Strait of Georgia has the highest harbor seal density anywhere in the world,
implying exposure to both of these potential predators.

The data on Fraser River sockeye salmon recruits, by stock and by age-type (i.e. differentiating
among fish that enter the ocean or return from the ocean earlier or later than the dominant
behavior pattern), suggest that since the mid-1970s or early 1980s, the variability in the
proportion of sockeye salmon returning at age-5 (rather than the dominant age-4) has been
increasing. Figure 4.5-1 shows the proportion of adults returning in year 5 for the Early Stuart
stock, as one example of this pattern. This particular example demonstrates several general
patterns: 1) after 1980, the proportion of the stock returning in year 5 is never zero; 2) the
average proportion of sockeye spending an additional year in the ocean before returning to
spawn appears to be increasing over time, especially after approximately 1980; 3) the year-to-
year variability also appears to be increasing after approximately 1980; and 4) there are
occasional years where the proportion of Year-5 sockeye is several times greater than average.
Rigorous statistical analyses of this potential phenomenon have not been conducted in the
present project, but preliminary investigations have found that to varying degrees these types of
patterns also appear to occur within many other Fraser River sockeye salmon stocks. This
warrants further analysis, because if these patterns are shown to be consistent across stocks, it
would present evidence suggesting that Fraser River sockeye salmon have been increasing the
duration of their exposure to potential stressors encountered in the open ocean.
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Figure 4.5-1. The proportion of Early Stuart sockeye returning as 5-year old adults.
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Historically, the majority of returning adults migrated through the Strait of Juan de Fuca on the
return journey to the Fraser River, whereas a smaller portion would return via the “northern
diversion” through Johnstone Strait. Returning via the Strait of Juan de Fuca potentially results
in reducing the duration of exposure to potential stressors within the Strait of Georgia and
eliminating exposure to potential stressors within Queen Charlotte Strait and Johnstone Strait on
the return journey. However, the balance of these alternate behaviours also appears to have
changed substantially over the past few decades. Figure 4.5-2 demonstrates that the proportion of
sockeye salmon returning via the “northern diversion” has increased markedly over time, from
approximately 10-20% in the 1950s and 1960s, to upwards of 80% in many of the years since the
late 1970s. The obvious increase in the variability evident in Figure 4.5-2 suggests that some
underlying driver changed in the late 1970s. The reason that sockeye salmon might “decide” to
take one route versus the other and the point at which the decision is made both remain
unknown, but it appears that greater use of the northern diversion may be associated with warmer
coastal ocean temperatures (McKinnell et al., 2011, Section 4.6).
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Figure 4.5-2. Time series of the percentage of Fraser River sockeye salmon that migrate via the northern diversion
(Johstone Strait). Source: Pacific Salmon Commission unpublished data.

Whereas the Cohen Commission scientific projects are looking at changes in sockeye
productivity and returns as the primary response variable, changes in both ocean residency and
migration route are other potential responses that may be driven by similar factors and
conditions. Understanding how these other response patterns have been changing over time, and
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the mechanisms responsible, may help to clarify some of the underlying mechanisms
contributing to changes in the Fraser River sockeye productivity.

4.5.3 Correlation/consistency with patterns in Fraser River sockeye
productivity

Virtually no data exists to assess changes in the abundance, prevalence, or spatial distribution of
important pathogens and diseases over time (Kent, 2011).

Christensen and Trites (2011) did not test for any statistical relationships between predator
abundance and the observed patterns in sockeye salmon abundance or productivity. The concerns
expressed in Section 4.4.3 regarding using predator abundance as a proxy for predator impact
apply equally in this stage, as does the issue regarding the difficulty in accessing the potential
impact that a relatively abundant predator might have on a relatively rare prey. Christensen and
Trites (2011) report data that show that blue shark abundance has been increasing over recent
decades. The abundance of salmon sharks and daggertooth, which are both potentially much
more important predators, are thought to have been increasing over recent decades, possibly in a
similar pattern to blue sharks, although there are no data on their abundance (V. Christensen,
pers. comm.). Marine mammals have increased substantially over the past several decades and
many species have now returned to historic highs; however, the effect of these large increases on
sockeye salmon are uncertain and will vary among species depending on their actual
consumption of sockeye salmon.. Similar to the previous stage, there is an overall shortfall of
data on most fish and bird predators, with the exception of a few commercially important species
(Christensen and Trites, 2011). However, there have been substantial declines in populations of
walleye pollock, Pacific cod, Pacific jack mackerel, Pacific mackerel, and Pacific hake, the
predators of which might consider sockeye salmon as an alternate prey if their preferable prey
are becoming less abundant (Christensen and Trites, 2011).

Ocean conditions are subject to high frequency variability superimposed upon lower frequency
patterns and thus “oceanographic variability is variable” (S. McKinnell, workshop presentation).
This variability means that although the spatial scale of sockeye migrations corresponds with an
oceanographic spatial scale, it may be difficult to find cases where there is a clear correlation
between sockeye salmon patterns and oceanographic conditions (S. McKinnell, workshop
presentation). However, the return timing of Fraser River sockeye salmon stocks has been shown
to be associated with large-scale climate patterns in the North Pacific Ocean (McKinnell et al.,
2011). In 1991/1992, many oceanographic patterns were observed to change in synchrony,
marking the onset of what McKinnell et al. (2011) describe as a persistent oceanographic change,
including increases in spring and summer sea surface temperature and increases in sea surface
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salinity. There is much evidence that very warm years tend to negatively affect certain
characteristics of Fraser River sockeye salmon biology (McKinnell et al., 2001, Section 3.5).
This broad scale shift in oceanographic conditions coincides with a “shift” in median Fraser
River sockeye salmon productivity that may have also occurred in 1992. McKinnell et al. (2011)
propose that the underlying pattern of a marked shift in productivity occurring in 1992 provides a
better fit to the observed productivity data than does the idea of a gradual decline over time and
that there are other comparable sockeye stocks on the west coast that exhibited similar declines
beginning in 1992, though many of those stocks subsequently demonstrated recovery with the
1998/99 la Niiia. In 2007, the Gulf of Alaska was generally cool, which is not consistent with the
poor returns observed in 2009. In terms of biological ocean conditions, McKinnell et al. (2011)
state that for the open ocean, “there is no trend in average nutrient concentrations in the southern
Gulf of Alaska (Station Papa) since the 1950s, no trend in average chlorophyll a since 1998, and
no trend in average zooplankton biomass.

Hinch and Martins (2011) report that it is possible that the survival of immature sockeye salmon
has decreased in association with climate change. Although there are no lab data and little field
data on the response of adult sockeye to climate change in the open ocean, it does appear that
Fraser River sockeye salmon survival is negatively correlated to the sea surface temperature of
their last few months at sea (Hinch and Martins, 2011, Section 1.4). They further report that sea
surface temperatures in the Strait of Georgia and the Gulf of Alaska have been consistently
increasing since the 1950s, while sea surface salinity and pH have been decreasing over the same
period (Hinch and Martins, 2011, Section 1.5). However, there is also evidence that much of the
observed warming trend can be attributed to the 1977-1997 positive phase of the PDO, rather
than longer-term changes in climate (Hinch and Martins, 2011, Section 1.5).

Returning Fraser River sockeye salmon will encounter the same potential stressors associated
with human activity and development surrounding the Strait of Georgia as described in Section
4.4, though the extent of this exposure will vary based on the rate of northern diversion, as
described above in Section 4.5.2.

4.5.4 Correlation/consistency with patterns in non-Fraser River sockeye
productivity

Our comments here are identical to those for Stage 3 in section 4.5.3. Many other sockeye stocks
share the same habitat of the North Pacific Ocean with Fraser River sockeye salmon. Stocks that
share both geographic and temporal overlap in the open ocean will likely encounter similar
pathogens, predators and ocean conditions during this stage. The extent to which such stocks
show similar trends in productivity to those of the Fraser River (see Peterman and Dorner, 2011)
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would provide evidence supporting the importance of these stressors. In examining the patterns
over 64 Fraser and non-Fraser sockeye populations from Washington to SE Alaska, Peterman
and Dorner (2011; pg. 3) comment that: “The large spatial extent of similarities in productivity
patterns that we found across populations suggests that there might be a shared causal
mechanism across that large area.”, though they acknowledge that further work is required to test
this hypothesis. The Cohen Commission technical reports do not however include analyses of
the relationships between stressors at this stage and productivity indices for non-Fraser River
sockeye.

4.5.5 Other evidence

The relevant technical reports do not present any further evidence for factors contributing to
long-term declines in sockeye salmon that fit within the WOE evaluation framework utilized (i.e.
thresholds, specificity, experiments, or removals).

4.5.6 Conclusions

Table 4.5-1 shows a summary of the results of the weight of evidence evaluation of potential
contributing factors encountered in this stage of growth in the North Pacific and return to the
Fraser River. All of the potential factors in this life stage have plausible mechanisms. There are
virtually no data on exposure for pathogens making no conclusion possible. Identical to the
previous stage, the evidence presented suggests that sockeye salmon returning through the Strait
of Georgia have little direct exposure to human activities and development, leading to a
conclusion that it is unlikely that these factors have contributed to the decline of Fraser River
sockeye salmon. Sockeye salmon have been exposed to predators, marine conditions, and
climate change during this open ocean phase. There has been no evidence presented on any
correlations between key predators and sockeye salmon survival. However, over the same time
period that Fraser River sockeye salmon productivity has been decreasing, some important
predators appear or are believed to be increasing in abundance, many potentially important
alternate prey have been decreasing, and marine mammals have been increasing substantially
(although it is believed there is no relationship with the changes in sockeye salmon population).
It therefore remains possible that predators have contributed to the observed declines in sockeye
salmon. Both technical reports addressing marine conditions, as well as the report addressing
climate change, show or reference research that shows correlations with sockeye salmon
patterns, but present no further evidence on thresholds, specificity, experiments, or removals.
Marine conditions and climate change remain possible contributors to the long-term decline of
Fraser River sockeye salmon. Peterman and Dorner’s analyses of delayed density dependence
were applied to total productivity over the whole life cycle. Therefore, their conclusions that
delayed density dependence is unlikely to have been a primary factor causing productivity
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declines (discussed in section 4.2 for life stage 1) reflects the net effect across all life history
stages. Aquaculture was not considered in our report as the Commission Technical reports on
this potential stressor were not available, but will be considered in an addendum to this report.

Table 4.5-1. Evaluation of the relative likelihood that potential stressors encountered by Fraser River sockeye
salmon during their growth and maturation in the ocean and return to the Fraser River (Stage 4) have
contributed to overall declines in productivity in recent decades. See section 4.7 for further statistical
analyses relevant to the correlation/consistency column.

Factor Mechanism  Exposure Correlation/Consistency Other Likelihood
Evidence

Pathogens Yes No data - - No
conclusion
possible

Predators Yes Yes No data No data Possible

Marine Yes Yes Yes No data Possible

Conditions

Human Yes No - - Unlikely

Activities and

Development

(Sog)

Climate Yes Yes Yes No data Possible

Change

4.5.7  Key things we need to know better

There are several elements about the life history of Fraser River sockeye salmon that are poorly
understood and inhibit a better understanding of the contribution of key stressors in this life stage
to the overall decline in the population.

1. estimates of the abundance of sockeye salmon reaching the Gulf of Alaska would help
distinguish mortality occurring during the open ocean phase from mortality potentially
occurring earlier prior to leaving the continental shelf.

2. information on the health and condition of sockeye salmon reaching the Gulf of Alaska,
including size, contaminant and disease burdens, signs of temperature stress, would
provide valuable insight into whether the population is in such poor condition that it
would be vulnerable to even moderate stresses or in such good condition that it would
require stressors with very substantial impacts to affect the population in this stage.

3. better understanding of the spatial and temporal distribution of sockeye salmon in the
Gulf of Alaska would guide researchers on where to focus greater attention while looking
for potential changes in ocean conditions, predators, etc.
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4. increased data on biological ocean conditions would increase the ability to determine the
broad scale impacts of variability in physical and ocean conditions and changing climate
on the whole ecosystem.

5. integrated ecosystem models and bioenergetic models could help increase understanding
of relationships among predators, prey, and food resources, under both presumed current
conditions and hypothesized future conditions. In most cases there are not enough basic
data available to accurately develop such models but often they can still offer insight into
which uncertainties are most important to resolve.

6. analyses of differences in the duration of ocean residency as for each of the Fraser River
sockeye salmon stocks with data on recruits by age type would show whether or not the
proportions of stocks remaining an extra year in the ocean are changing, and how these
proportions may very among stocks and years.

Items 1-5 represent critical gaps in our understanding of the life history of Fraser River sockeye
salmon, where neither the current situation nor historical conditions are well understood.
Knowing the natural baseline for these elements would better inform our understanding of how
patterns have changed, but data collected now can only inform our understanding of the current
reality. Item 6 is different in that such analyses could be performed with the available data, but
have not been done within the Cohen Commission scientific projects.

4.6 Stage 5: Migration back to Spawn

Stage 5 includes the period from the time returning adult sockeye enter the Fraser River to the
time that they spawn. En-route mortality is estimated as the difference between spawner
abundance estimates at Mission and on the spawning ground, after accounting for in-river
harvest upstream of Mission. Pre-spawn mortality is the rate of mortality of female spawners that
arrive on the spawning ground but fail to spawn, dying with most of their eggs retained in their
body.

4.6.1 Plausible mechanisms

As illustrated in the conceptual model (Figure 3.3.2-1), the stressors of potential concern include:
climate change, which alters temperatures in the Fraser River increasing en-route mortality
and impacts from pathogens; pre-spawn mortality; habitat conditions in both the Lower
Fraser River and migratory corridors; and contaminants.

Some of the above-described mechanisms have well-established interactive effects. Strong river
flows and warm temperatures demand considerable energy expenditures for returning spawners.
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There is indisputable evidence of the links between increasing temperatures and en-route
mortality, as summarized by Hinch and Martins (2011), who also note that infection and disease
have been implicated as a major cause of migration mortality. English et al. (2011; Executive
Summary) note that en-route mortality is highest where high temperatures, river constrictions,
and in-river fisheries co-occur. Kent (2011) concludes that if there has been a large increase in
mortality caused by the high risk pathogens he identified, it is likely due to environmental
changes that increase both their prevalence and sockeye susceptibility to such pathogens. He
notes that both of these shifts could be triggered by changes in water temperatures. Miller et al.
(2011) found that returning spawners with a genomic signature indicative of stress, possibly due
to a virus, suffered higher rates of en-route mortality than adult fish without this signature.

Nelitz et al. (2011) and Johannes et al. (2011) summarize the habitat stressors experienced
along the migratory corridor, and outline the various mechanisms by which sockeye could be
affected. MacDonald et al. (2011) summarize the mechanisms by which contaminants could
potentially affect returning spawners.

4.6.2  Exposure of Fraser River sockeye to stressors

Hinch and Martins (2011) summarize changes in the exposure of returning spawners to high
temperatures. Both temperatures and flows have changed over recent decades as a result of
climate change, shifting away from the historical ranges and timing to which each stock has
evolved. Summer water temperatures in the Fraser River are 2.0°C warmer compared to 60 years
ago, with roughly a 0.7°C average increase during the last two decades (Figure 4.6-1). The rate
of temperature change is increasing, as 13 of the last 20 summers have been the warmest on
record. While there have been no significant changes in the total flow accumulated over the
summer season, more of this total flow is arriving earlier in the year. One measure is the date at
which the first half of the cumulative summer flows occurs, which is happening a day earlier per
decade. Temperature tolerance varies among stocks, but in general survival begins to decline
above 15°C, and rapidly worsens above 17-18°C. Surprisingly, the Summer stocks that
experience the highest temperatures (Figure 4.6-1) have shown the lowest levels of en-route
mortality (Figure 4.5-2), presumably because they are better adapted to warmer temperatures.

For several stocks of Late run sockeye, the effects of increasing temperatures have been
exacerbated by their tendency in many recent years (since 1995) to enter the river 3-6 weeks
earlier than normal (dashed line at top of Figure 4.6-1; from Hinch and Martins 2011).
Regardless of the hypothesized factors driving this behaviour (e.g., ocean conditions, advanced
maturation, physiological stress from pathogens, Late runs joining Summer run schools), it
increases the exposure of these Late run stocks to temperatures up to 5°C higher than their
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thermal optimum, with longer exposures to freshwater diseases and parasites. Weaver Creek
sockeye, one of the Late Run stocks, have lost of 50 to 100% of their total run due to en-route
mortality, with higher mortality rates generally occurring in the years with earliest migration
(Hinch and Martins 2011, Figure 2.2).

Hinch and Martins (2011; section 1.7.1) cite climate model studies predicting that summer water
temperature in the Fraser River may warm by ~ 2.0°C over the next 100 years, with a worsening
of en-route mortality. Other research studies predict that the number of days per year exceeding
salmonid critical temperatures may triple in the Fraser River over the next 100 years and more
than 90% of a stock may be forced to migrate under suboptimal temperatures for physiological
performance.

The methods of estimating exposure to contaminants and habitat stressors along the migration
corridor have already been described in section 4.3 for Stage 2 (smolts).
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Figure 4.6-1. Daily average temperature in the lower Fraser River averaged among years within two time periods
(thick line: 1951-1990; thin line: 1991-2010) over the summer months. The period of entry and passage in the lower
Fraser River for the four main run timing groups are indicated by solid lines above the figure. Since 1995, segments
of all Late-runs have been entering the river much earlier than usual and this is indicated by the dashed line. Source:
Hinch and Martins (2011; Fig. 2.8)
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Figure 4.6-2. Number of years that en route loss by adults exceeded 50% for the major Fraser River sockeye salmon
stocks from 1996-2008. Stocks are ordered based on run timing into the Fraser River with run-timing
groups indicated. These data are based on the percent of potential spawners that had migrated past the
Mission hydroacoustic facility but were not detected on spawning grounds (i.e. they are based on
escapement discrepancies). Source: Hinch and Martins (2011; Figure 2.7)

4.6.3 Correlation/consistency with patterns in Fraser River sockeye
productivity

En route mortality began to be reported in 1992 for Early Stuart, Early Summer and Summer
runs, and in 1996 for Late-runs, and has increased substantially in recent years with particularly
serious impacts on the earlier and later stock groups (Figure 4.6-2). While the timing of en-route
mortality coincides generally with the Fraser sockeye situation, the life cycle productivity and
post-juvenile productivity indices already account for en-route mortality (i.e., recruits = spawners
+ harvest + en-route mortality, as described in section 4.1). Declines in these productivity indices
therefore reflect factors other than en-route mortality. Therefore, there is no point in examining
correlations between en-route mortality and life cycle or post-juvenile productivity indices
within the same generation. The only possible effect on productivity indices worth exploring are
inter-generational effects, discussed in the next paragraph.

En-route mortality affects spawning abundance and harvests, both critical components of the
Fraser sockeye fishery, which is the focus of the Cohen Commission. Fishery managers have
deliberately reduced harvest to compensate for en-route mortality and allow sufficient spawning.
Without en-route mortality, harvests and/or spawning escapements could have been considerably
higher during the last two decades (Hinch and Martins 2011; Section 2.10). Hinch and Martins
(2011) note that migrating females perish at much higher rates than males during years with
stressful conditions, which could substantially affect the numbers of effective female spawners
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and therefore the total recruits in the following generation (though perhaps not recruits/spawner).
It is also possible that sub-lethal but stressful conditions could affect the quality of eggs and fry
of the next generation, which could affect recruits/spawner, though results to date exploring this
question are limited and equivocal. Therefore, en-route mortality is clearly correlated with the
decline in the Fraser fishery, though not with indices of productivity.

With respect to conditions in 2009 and 2010, Hinch and Martins (2011) note that river
temperatures were well above average in 2009, exceeding 18°C during the period from a four
week period from late July to late August, and that at least 50-60% migrated in-river earlier than
their historical timing. While data are not yet available on 2010 en-route mortality, river
temperatures were also warm, though not as stressful as in 2009. The big difference between
2009 and 2010 was in the number of returning spawners, which is assessed prior to en-route
mortality.

Hinch and Martins (2011) found no clear indication that pre-spawn mortality, at the run-timing
level, has been increasing over the recent few decades in concordance with increasing en route
mortality, with the possible exception of the past 25-year trend in Late-run pre-spawn mortality
that shows a general increase but with high variability.

There are not sufficient data to examine correlations between disease in returning spawners and
various productivity indicators, or with en-route mortality. Hinch and Martins (2011) note that
mortality rates from a parasitic kidney disease increase in Weaver Creek Late-run sockeye as
they are exposed to higher temperatures (measured as accumulated degree-days), and that
bacterial infections causing gill damage are more common as temperatures increase. Thus, Fraser
temperature data may be a useful proxy indicator of both en-route mortality and disease impacts.

As for Stages 1 and 2, the available evidence does not support the hypothesis that exposure to
water contaminants during the upstream spawning migration could be a contributing factor to
declines in Fraser sockeye productivity (MacDonald et al. 2011, Section 5.4). The post-juvenile
index of sockeye productivity declined with increasing values of a water quality index for the
upstream migration period (i.e., the opposite pattern from what one would expect if contaminants
were a cause of the productivity declines). There was no relationship between the water quality
index and the full life cycle index of productivity.

When examining correlations between life cycle productivity and summer air temperature
across adult migration, Nelitz et al. (2011; Section 4.2; Table 17) found that 16 stocks of 18
Fraser stocks had negative correlations (i.e., years with warm summer air temperature along the
migration corridor tended to be associated with years of lower total productivity), though only 1
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correlation was statistically significant. As described in section 4.3 of this report (Stage 2), Nelitz
et al. (2011) found that the length of the migratory route was also negatively correlated with life
cycle productivity, though the causes of this correlation are unknown. Since the life cycle
productivity index already accounts for en-route mortality, it should already account for
mortality generated by the duration and magnitude of exposures to high temperatures during the
upstream migration. Thus while the patterns in these two negative correlations are consistent
with the hypothesis of temperature stress on returning spawners, the true causes of these
correlations are unclear, and may reflect other driving forces.

4.6.4 Correlation/consistency with patterns in non-Fraser River sockeye
productivity

The Cohen Commission contractors did not examine estimates of en-route mortality, habitat
conditions, contaminants or disease for non-Fraser River sockeye stocks. There are good
estimates of the survival rates of returning Okanagan sockeye from radio-tracking studies (e.g.,
Naughton et al. 2003).

4.6.5 Other evidence

Other evidence includes literature demonstrating thresholds, an understanding of the specific
form of response of sockeye to certain stressors (i.e., helping to accept or reject different
suspected causes), experiments demonstrating cause-effect linkages, or positive sockeye
responses following the removal of a stressor. Unlike for many of the stressors discussed for
previous life history stages, there is an impressive and convincing body of evidence
demonstrating the mechanistic links between increasing temperatures and en-route mortality,
which is reviewed by Hinch and Martins (2011). This evidence includes laboratory and field
experiments showing temperature thresholds for different stocks (e.g., Figures 2.9 and 2.10 in
Hinch and Martins 2011), physiological investigations, and detailed studies of the survival,
temperature exposure and health of radio-tracked spawners.

4.6.6 Conclusions

Table 4.6-1 shows our conclusions regarding the effects of each stressor on life history stage 2
(smolt migration from rearing habitats to the Fraser Estuary). Again, our conclusions relate to the
overall trends in sockeye productivity over the last two decades. In the correlation/consistency
column we distinguish between 3 different sets of measures of impact on the Fraser sockeye
fishery: a) life cycle and post-juvenile productivity indices; b) harvest; and c) escapement.
Peterman and Dorner’s analyses of delayed density dependence were applied to total
productivity over the whole life cycle. Therefore, their conclusions that delayed density

85



dependence is unlikely to have been a primary factor causing productivity declines (discussed in
section 4.2 for life stage 1) reflects the net effect across all life history stages.

While the timing of en-route mortality coincides generally with the Fraser sockeye situation,
the Fraser sockeye productivity indices already account for en-route mortality (i.e., recruits =
spawners + harvest + en-route mortality). The only possible effect on productivity indices worth
exploring are inter-generational effects, for which the evidence is limited and equivocal. We
therefore conclude that it is unlikely that en-route mortality or pre-spawn mortality are a primary
factor in declining indices of Fraser sockeye productivity. However, en-route mortality has
definitely had a significant impact on the sockeye fishery and the numbers of adult fish reaching
the spawning ground, particularly for the Early and Late runs. Pre-spawn mortality, habitat,
and contaminants are unlikely to be responsible for the overall pattern of declining sockeye
productivity; no conclusion is possible regarding pathogens due to insufficient data. None of the
factors assessed for this life history stage are likely to have shown significant changes between
2009 and 2010.

Table 4.6-1. Evaluation of the relative likelihood that potential stressors encountered by Fraser River sockeye
salmon from the time returning adults enter the Fraser Estuary to when they spawn (Stage 5) have
contributed to the overall decline of the population in recent decades. Since various habitat measures are
identical to Table 4.3-1, they have been grouped together. Correlation/consistency column includes 3
different sets of measures of impact on the Fraser sockeye fishery: a) life cycle and post-juvenile
productivity indices; b) harvest; and c) escapement.

Factor Mechanism  Exposure Correlation/Consistency Other Likelihood
Evidence

Habitat' Yes Yes No No Unlikely

Contaminants  Yes Yes No Yes Unlikely

Pathogens Yes Few data Not done Yes No
conclusion
possible

Climate Yes Yes Yes "¢ Yes Definitely ™

change, na. "’ No Unlikely*

temperatures

& en-route

mortality

Pre-spawn Yes Yes No "€ (only increased in Mixed Unlikely

mortality Late run) Unlikely *

* life cycle and post-juvenile productivity indices already incorporate en-route mortality, so correlations are not
applicable. Available (limited) data does not show that en-route stress has intergenerational effects.

" harvest

¢ escapement

4 Habitat row includes evidence from both Technical Report 3, discussing all Fraser sockeye conservation units
(Nelitz et al. 2011) and Technical Report 12 (Johannes et al. 2011) discussing the Lower Fraser. This row
summarizes all of the rows reported in Table 4.3-1.
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4.6.7 Key things we need to know better

Hinch and Martins (2011) recommend the following improvements in knowledge for this life
history stage:

o improved estimates of spawning, both in-season and post-season;
continued tagging programs for direct and accurate estimates of survival;
en route mortality estimates for additional stocks;
research on the extent and consequences of gender differences in upstream survival;
impacts of fisheries capture and release/escape on en route and pre-spawn mortality;
cumulative impacts, carry-over and intergenerational effects;

o O O O O O

climate change modelling to quantify the impact of future climate warming on Fraser
River sockeye salmon productivity and abundance;

how sockeye salmon might adapt to climate change; and

management strategies to maximize the potential for persistence of sockeye under
increasing stress from climate change.

In addition, English et al. (2011) recommend the following activities for fisheries management,
which pertain largely to this life history stage:
o improving the documentation of harvest by all sectors;
o working with First Nations and recreational fishers to minimize the impact of in-river
fisheries on released fish;
o improved escapement goals (by stock and run-timing group) and in-season management
models; and
o improved documentation of escapement monitoring

4.7 Effects over Entire Life Cycle

The previous five sections explore the relative importance of different potential contributors to
sockeye mortality within each life stage, and also discuss potential interactions among these
factors. In this section we build on the previous sections with a qualitative discussion of the
potential for cumulative effects over the entire life cycle, and summarize the results of our
quantitative analyses, which assess the relative importance of different potential contributors
over the entire life cycle.

4.7.1 Qualitative assessment of the potential for cumulative effects over
the entire life cycle

The conceptual model (Figure 3.3-1) shows how different factors could combine to affect
sockeye survival at each life history stage. The cumulative stress model (Figure 2.3-1) illustrates

87



how effects at different life history stages can accumulate over the whole life cycle, increasing
the cumulative stress on an individual salmon to the point where it dies. The accumulation of
stress may be concentrated in one life history stage or distributed across multiple life history
stages. The stress experienced within each life history stage may be insufficient to cause
mortality, but the cumulative effect of stressors in multiple life history stages can cause death.
However, mortality events at an early life history stage can also result in a compensatory
reduction in competitive stress for those fish which survived, reducing their cumulative stress
and increasing their chances of survival. These two sets of processes illustrated in Figure 3.3-1
and 2.3-1 (i.e., cumulative impacts from many stressors within each life history stage, cumulative
effects on each fish over its life) occur concurrently within each generation of sockeye.

Table 4.7-1 summarizes the results of our analyses by life history stage. We found only two
factors (marine conditions and climate change) which were likely to have been a primary factor
in the observed declines in Fraser sockeye productivity (recruits/spawner) over the last two
decades. While en route mortality has definitely had an impact on the sockeye fishery and
numbers of fish reaching the spawning ground, it is unlikely to have affected total productivity,
since en route mortality is already included in the calculation of total recruits (i.e., recruits =
spawners + en-route mortality + harvest). The effects of predators during the marine phase of the
salmon life cycle (stages 3 and 4 in Table 4.7-1) were judged to be possible primary contributors
to these declines. Due to lack of data it is not possible to draw conclusions about the
contributions of pathogens, which is a particularly important data gap that we discuss further in
our recommendations (Section 5). Aquaculture was not considered in our report as the
Commission Technical Reports on this potential stressor were not available, but will be
considered in an addendum to this report. All other factors (i.e., forestry, mining, large hydro,
small hydro, urbanization, agriculture, water use, contaminants, density dependent mortality,
human activity and land uses in the Lower Fraser and Strait of Georgia) were judged to be
unlikely as primary causes of long term productivity declines, though they may still have been
contributory factors. That is, stressors which we consider unlikely to be primary causes of
productivity declines, may combine with other factors to create sufficient cumulative stress to
kill salmon (i.e., through additive or greater than additive (synergistic) interactions) in some
stocks in some years.

The coastal migration phase of the sockeye’s life history provides a good example of multiple
stressors interacting to cause cumulative impacts. There is indirect evidence that while ocean
temperatures were not high enough to directly kill sockeye smolts in the summer of 2007, these
warmer temperatures may have decreased the quantity and quality of available food and
increased other stressors (e.g., metabolic demands during inshore migration, vulnerability to
predators, the level of pathogens and harmful algae); see McKinnell et al (2011) and Peterman et
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al (2010). The combined effect of all these factors may have caused significant smolt mortality in
2007, while each of them independently would have been insufficient to kill smolts. In
laboratory situations there is sufficient experimental control to explore the cumulative effects of
multiple factors across the full range of possible stressor combinations. However in the ocean
environment, multiple stressors will tend to covary together (like those described above which all
increase with warmer temperatures), so it is much more difficult to discern their relative impacts
on survival.
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Table 4.7-1. Evaluation of the relative likelihood that potential stressors encountered by Fraser River sockeye
salmon during each life history stage have contributed to overall declines in productivity in recent decades,
based on sections 4.2 to 4.6. n.a. = not applicable to a given life history stage. Note that aquaculture was
not considered as the Commission Technical reports were not available, but will be considered in an
addendum to this report.

Factor Life History Stage

1. Incubation, 2. Smolt 3. Coastal 4, Growthin 5. Migration

Emergence and Outmigration Migration &  N. Pacific back to spawn

Freshwater Rearing Migrationto  and Return

Rearing to Fraser
Areas
Forestry? Unlikely Unlikely n.a. n.a. Unlikely
Mining Unlikely Unlikely n.a. n.a. Unlikely
Large hydro Unlikely Unlikely n.a. n.a. Unlikely
Small hydro Unlikely Unlikely n.a. n.a. Unlikely
Urbanization Unlikely Unlikely n.a. n.a. Unlikely
ahove Hope
Agriculture Unlikely Unlikely n.a. n.a. Unlikely
Water Use Unlikely Unlikely n.a. n.a. Unlikely
Contaminants  Unlikely Unlikely n.a. n.a. Unlikely
Density Unlikely Unlikely Unlikely? Unlikely® Unlikely®
Dependent
Mortality
Pathogens No conclusion possible  No conclusion  No conclusion No conclusion No  conclusion
possible possible possible possible

Predators Unlikely Unlikely Possible Possible Unlikely®
L. Fraserland  Unlikely Unlikely n.a. n.a. Unlikely
uses
Strait of n.a. n.a Unlikely Unlikely n.a.
Georgia human
activity & land
uses
Climate Possible Possible Likely Possible Definitely ¢
Change Unlikely 9
Marine n.a. n.a. Likely Possible n.a.
Conditions

*Forestry includes logging, Mountain Pine Beetle and log storage.
®Not addressed directly for these life stages but conclusions from section 4.2 apply across the whole life cycle.
© definitely affected harvest and escapement
4 1ife cycle and post-juvenile productivity indices already incorporate en-route mortality in definition of recruits, so
en-route mortality cannot explain trends in recruits / spawner. Available (limited) data does not show that en-route
stress has intergenerational effects.

Cumulative effects may cause significant mortality in some years but not in others. For example,

Miller et al. (2011) found that in 2006, returning sockeye salmon with a genomic signal

indicative of poor physiological condition (and possibly related to a viral infection) were much
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more likely to suffer en-route and pre-spawning mortality mortality. The genomic signal detected
by Miller et al. was also present in smolts during both 2007 and 2008 (Miller, handout provided
to June 2010 PSC Workshop), yet those years of entry had very different marine survival rates
(based on the very large difference in observed vs expected adult returns in 2009 vs. 2010). As
discussed by McKinnel et al. (2011) ocean conditions in Queen Charlotte Sound and the Gulf of
Alaska were much cooler in 2008 than in 2007. It may be that when ocean conditions are poor
(as in 2007) disease contributes to mortality, but when ocean conditions are good (as in 2008) the
fish survive despite carrying diseases.

As noted by McKinnel et al (2011), biologists rarely observe death by natural causes of Fraser
River sockeye at sea. Therefore, unlike with autopsies of humans, we can generally only infer the
cumulative causes of mortality through indirect evidence. Even with very detailed information
on the exposure of salmon to different stressors (e.g., Petrosky and Schaller 2010), it is difficult
to draw strong conclusions on the relative contributions of each factor to observed patterns of
survival. Often there are multiple explanations that are generally consistent with the observed
data.

4.7.2  Quantitative analyses across the entire life cycle

We performed quantitative analyses across the entire life cycle from two different perspectives —
by life history stage and by stressor category. An overview of our methodology is described in
Section 3.3.6, a technical description of the methodology is presented in Appendix 3 (Section
3.5.2), and the detailed results are reported in Appendix 4. In this section we provide an
overview of the results of our quantitative analyses and a broad discussion of the major
conclusions. First, we describe our analysis of the relative importance of different life stages in
explaining variation in sockeye productivity. Second, we describe our analysis of the relative
importance of categories of potential stressors across all life stages, as organized by the Cohen
Commission Technical Reports.

The Relative Importance of Different Life History Stages

We analyzed data across all projects and life stages that were available for brood years 1969-
2001. This particular time period was the result of the trade-off between choosing a window of
analysis short enough to include a wide selection of variables and long enough to generate
meaningful results with respect to the observed decline in the productivity of Fraser River
sockeye salmon. To assess the relative importance of each life history stage, multiple models
were tested, each of which contained all of the available variables associated with a particular
life history stage (Table 4.7-2). The life history stages examined include: incubation and
freshwater rearing, outmigration, coastal migration, ocean rearing, return to the Fraser, upstream
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migration, and spawning. Three additional models were tested within the model set: a “global”
model, including all available variables for 1969-2001; an aggregate model of the freshwater life
stages preceding ocean-entry; and, an aggregate model of all three marine life stages. These
models were then tested using the same data set to determine which models have the greatest
amount of relative support (i.e., strongest ability to explain the observed variation in sockeye
productivity across years and stocks).

The results show that the aggregate marine model (M10) has the greatest relative level of
support. Model M 10 includes many more variables than the next two models. The AICc criterion
that is used to assess the relative level of support for different models rewards models which do a
better job of explaining the variation in the response variable (in our case sockeye stock
productivity), but penalizes models for including more variables to explain this variation, since
each additional variable requires another model parameter to be estimated. A model with high
explanatory power from only a few variables would receive a strong AICc score (AICc scores
are like golf; lower is better). The fact that model M 10 achieves a high relative level of support
despite having so many variables indicates that the extra variables are informative for explaining
variation in sockeye productivity, relative to the other models included in Table 4.7-2.

Model M10 represents an aggregate of several life stages with the marine phase. We are also
interested in which marine life stages appear to be most important. The models of individual life
stages with the highest level of support are coastal migration (M4) and the return to the Fraser
(M6). Although coastal migration ranks higher, the results show that there is roughly equal
support for these two models, suggesting that both of these life stages are important in explaining
the variability in the productivity of Fraser River sockeye salmon. However, the analysis scores
also indicate that both of these models have marginal support relative to the aggregate marine
model (M10), suggesting that there is a definite benefit to using all of the marine variables to
explain variation in sockeye productivity. These results imply that factors within the marine
phase are more important relative to the available freshwater factors in explaining the patterns
observed in Fraser River sockeye salmon over the 1969-2001 brood years.
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Table 4.7-2. Variables included in each model used to test the relative importance of different life-history stages over brood years 1969-2001.Variables in the
data set are organized by life history stage. The M2 and M8 models are empty because there were no variables applicable to those life history stages
available for the period of 1969-2001; however, they are maintained here in order for consistency in naming models among different time frames. LFR
= lower Fraser River. SoG = Strait of Georgia.

Alternative Prey

Variables Models
M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10
22 s gle -
Stressor category - || & |s5|€5|©.|E5| 2 % 2 % o
(i.e. Cohen S (88 & |5=|ss|28|8=| E |28 oe
Life stage -© LOTE Variable Description 0 |sx| D |88 |cQ| =S8 = Q2| @5
Commission G |S¢| E |S2|8E|5:|82 & 3% o3
Technical Report x| £ SEl55|5 = 90 O
i B3| 3| %28 7% @ |]E|<
Smolt outmigration Contaminants Qualitative water quality index. Stock specific. X X X
I Freshwater habitat . . o
Smolt outmigration conditions Spring air temperature CU specific X X X
I Habitat conditions in . .
Smolt outmigration LFR & SoG Discharge, SoG, April total X X X
_— Habitat conditions in .
Smolt outmigration LFR & SoG Discharge SoG, May total X X X
S Habitat conditions in
Smolt outmigration LFR & SoG Lower Fraser total dredge volume X X X
Smolt outmigration Predato_rs/ Double Crestgd Cormorant and Common Merganser: Quantile based X X X
Alternative Prey aggregate estimate
I Habitat conditions in . .
Coastal migration LFR & SoG SoG discharge , June-July average (Fraser River) X X X
P Habitat conditions in : :
Coastal migration LFR & SoG SoG discharge, May average (Fraser River X X X
P Habitat conditions in - .
Coastal migration LFR & SoG Sea surface salinity. SoG, April-Aug average. X X X
N Habitat conditions in .
Coastal migration LFR & SoG Sea surface temperature. SoG, April-Aug average. X X X
Coastal migration Marine conditions QCS discharge, June-Sept average (Wannock River) X X X
Coastal migration Marine conditions Sea surface salinity. QCS, April-Aug average. X X X
Coastal migration Marine conditions Summer wind regime. QCS. X X X
I Predators/ ) . . . .
Coastal migration Alternative Prey 5 marine bird species: Quantile based aggregate estimate X X X
Coastal migration Predators/ Arrowtooth flounder biomass X X X
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Variables Models
M1 M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10

Coastal migration er,g ?ﬁ;?irjé Prey California sea lion estimate X X X
Coastal migration ert?e(:r?;?ir\'/sé Prey Harbour seal estimate X X X
Coastal migration ert?e ?2;?{% Prey Steller sea lion estimate X X X
Coastal migration erteec:ﬁ;c:ir\% Proy gl)t:é?ee;t/i;/oi ati%rr?s?l. quantile based aggregate estimate of 8 X X X
S;?:m: in- North | parine conditions North Pacific Index, Nov-Mar average X X X
Groy\{th in  North Predato'rs/ Alternative prey quantile based aggregate estimate of 8 X X X
Pacific Alternative Prey species/locations.

Return to Fraser Esgit&atscggditions in Sea surface salinity. SoG, May-Sept average. X X X
Return to Fraser Eﬁgitgtscggditions in Sea surface temperature. SoG, Sept average. X X X
Return to Fraser Marine conditions Sea surface salinity. QCS, May-Sept average. X X X
Return to Fraser ert?e(:r?;?ir\'/sé Prey California sea lion estimate X X X
Return to Fraser ert?e ?2;?{% Prey Harbour seal estimate X X X
Return to Fraser ertee ?ﬁ;c,:ir\% Prey Steller sea lion estimate X X X
Return to Fraser erg:ﬁ;c:irjé Proy Q;Lt:(;?east/i;gec aﬁrér:g. quantile based aggregate estimate of 8 X X X
Upstream migration | Climate change Lower Fraser water temperature for returning adults. X X

Upstream migration | Contaminants Qualitative water quality index. Stock specific. X X

Upstream migration | Freshwater Summer air temperature. CU specific. X

Upstream migration ert?e ?2;?{% Prey Bald Eagle abundance. X
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However, an important limitation is that the results only apply to the variables actually included
in the analysis. When comparing the relative performance of competing models it is important to
consider what factors have been included or excluded from a particular model. For example,
within this model set, all of the freshwater life-stages had lower levels of support than all of the
marine life-stages, and the aggregrate freshwater model (M9) had the least support of all. But the
aggregate freshwater model is comprised only of the following variables: total Fraser River
discharge for both April and May (separately), two freshwater bird predators, Fraser River
dredging volume, spring air temperature at nursery lakes, and a water quality index for
outmigration. The strength of any conclusion that freshwater life stages are not as important as
marine life stages can only be as strong as our belief that the assemblage of variables described
above is a reasonably accurate representation of the freshwater component of the life history of
Fraser River sockeye salmon. The makeup of each model must be considered when interpreting
the results. The limitations on data availability were such that, within the Cohen Commission
technical reports, this is the best representation possible of the freshwater component over this
timeframe. Improvements to the data used for the freshwater component might yield different
results from the regression analysis.

The Relative Importance of Different Stressor Categories

We used the same data set as above (i.e. all available data across all projects and life stages for
brood years 1969-2001) to test a different set of models, each of which contained all the
available variables associated with a particular stressor category (as organized by the Cohen
Commission Technical Reports): contaminants, freshwater habitat factors, marine conditions,
predators/alternate prey, climate change, and habitat conditions in the lower Fraser River and the
Strait of Georgia. We also tested an additional “global” model with all available variables for this
timeframe.
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Table 4.7-3. Variables included in each model used to test the relative importance of different stressor categories over the period of 1969-2001 (brood years). As
described in the text, the first set of analyses performed did not include pink salmon (removed from M1, and no M8 tested). LFR = lower Fraser River.
SoG = Strait of Georgia.

Variables Models
M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8
[ (]
2 | ] = c
S| £ |88e8|¢g| S |98 £
Life stage Life stage Variable Description © E |28|§ % So|l o |®8 3
G| £ |88|=25|S5| & |x&|
c |2 Q|8 c| g & c
o (LW o9 £ |4 T
(&] o o
Contaminants Smolt outmigration Qualitative water quality index. Stock specific. X X
Contaminants Upstream migration Qualitative water quality index. Stock specific. X X
Freshwater habitat A . . "
conditions Smolt outmigration Spring air temperature CU specific X X
Fresh\_/vater habitat Upstream migration Summer air temperature. CU specific. 2 =
conditions
Marine conditions Coastal migration QCS discharge, June-Sept average (Wannock River) X X
Marine conditions Coastal migration Sea surface salinity. QCS, April-Aug average. X X
Marine conditions Coastal migration Summer wind regime. QCS. X X
Marine conditions S;?:\il;,itch in North North Pacific Index, Nov-Mar average X X
Marine conditions Return to Fraser Sea surface salinity. QCS, May-Sept average. X X
Predato_rs/ Smolt outmigration Double Crestgd Cormorant and Common Merganser: Quantile based X X
Alternative Prey aggregate estimate
Predators/ Coastal migration 5 marine bird species: Quantile based aggregate estimate X X
Alternative Prey )
Predators/ S .
Alternative Prey Coastal migration Arrowtooth flounder biomass X X
Predato_r s/ Coastal migration California sea lion estimate X X
Alternative Prey
Predato_r s/ Coastal migration Harbour seal estimate X X
Alternative Prey
Predators/ S . .
Alternative Prey Coastal migration Stellar sea lion estimate X X
Predators/ - Alternative prey quantile based aggregate estimate of 8
Alternative Prey Coastal migration species/locations. o o
Predators/ Growth in North Alternative prey quantile based aggregate estimate of 8 X X
Alternative Prey Pacific species/locations.
Predators/ I . . X X
Alternative Prey Return to Fraser California sea lion estimate
Predators/ Return to Fraser Harbour seal estimate X X
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Variables Models
M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8

Alternative Prey
Predators/ . . X X
Alternative Prey Return to Fraser Stellar sea lion estimate
Predators/ Alternative prey quantile based aggregate estimate of 8 X X
Alternative Prey Return to Fraser species/locations.
Predators/ I X X
Alternative Prey Upstream migration Bald Eagle abundance.
Climate change Upstream migration Lower Fraser water temperature for returning adults. X X
Habitat conditions I . .
in LFR & SoG Smolt outmigration Discharge, SoG, April total X X
Habitat conditions N .
in LFR & SoG Smolt outmigration Discharge SoG, May total X X
Habitat conditions A
in LFR & SoG Smolt outmigration Lower Fraser total dredge volume X X
Habitat conditions S . .
in LFR & SoG Coastal migration SoG discharge , June-July average (Fraser River) X X
Habitat conditions I . .
in LFR & SoG Coastal migration SoG discharge, May average (Fraser River X X
Habitat conditions I - .
in LFR & SoG Coastal migration Sea surface salinity. SoG, April-Aug average. X X
Habitat conditions N .
in LFR & SoG Coastal migration Sea surface temperature. SoG, April-Aug average. X X
Habitat conditions - X X
in LFR & SoG Return to Fraser Sea surface salinity. SoG, May-Sept average.
Habitat conditions X X
in LFR & SoG Return to Fraser Sea surface temperature. SoG, Sept average.

) - i 14 14
C_ompet|t|on with Groyv_th in North Pink salmon abundance (NE Pacific) = =
pinks Pacific
Competition with Growth in North X" X"

pinks

Pacific

Pink salmon abundance (Russia)

" Two sets of analyses were done with these models. Only the second set included pink salmon, as this potential stressor was not one of the factors covered

within the Cohen Commission Technical Reports.
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The results show that the global model (M1) had the greatest level of support. The fact that this
model was ranked highest even with 18 more variables than the next model indicates that the
variables associated with only a single project are not sufficient to explain the pattern in
productivity. When comparing the relative performance of models representing individual
stressor categories the predators/alternate prey model (MS5) has the greatest level of support
followed closely by the Lower Fraser/Strait of Georgia project (M7). The predator/alternate prey
model reflects two possible mechanisms for affecting Fraser sockeye: changes in the abundance
of predators and/or changes in the availability of alternate prey.

As discussed above, each stressor category is only represented by the available data. Many of
those categories are not adequately represented. For example, “climate change” (M6) is only
represented by a single variable — the delayed effect of lower Fraser River water temperature for
returning adults — that does not fully capture the potential impacts of climate change on sockeye
salmon over their entire life. A second example is the impact of pathogens and disease, which
could potentially be an important factor but are simply not represented within any of these
models due to the lack of data. Therefore it is not possible to make any conclusions at all about
the relative importance of pathogens and disease compared to other stressors, which is a major
weakness.

Overall, we do not believe that organizing the data by stressor category is as useful as organizing
the data by life history stage. The boundaries between categories are arbitrary and many of them
lack sufficient data. In the analysis organized around stressor category, none of the models had
definitively higher support than the global model, which included all available variables. By
contrast, when the exact same data were organized by life history stage, several of the models
achieved a higher level of support than the global model.

The results of this analysis raise the important issue (mentioned in Section 3.2) about correlation
versus causation. An example of this issue is found within the predators model. Christensen and
Trites (2011) show that the abundance of both Steller sea lions and Harbour seals have increased
substantially over the past few decades. Because the timeframe of that increase corresponds with
the period over which Fraser River sockeye salmon have been declining in productivity, these
measures are likely to exhibit a high degree of correlation. While it is possible, this does not
necessarily mean that the increase in pinnipeds is driving down the sockeye salmon population.
Alternative explanations are: some other factor is affecting both populations; or, pinniped
populations have been recovering from low abundance since the banning of hunting and culling,
and sockeye productivity is being driven by something else. Further study is required to
determine which of these possibilities are most likely. Any factor with a strong temporal trend
over the same period of time as the strong temporal downtrend in sockeye salmon productivity
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will likely have a high correlation (e.g., internet usage in the City of Vancouver has likely
increased substantially and consistently since the early 1990s, corresponding directly to the
period over which there have been substantial declines observed in the productivity of Fraser
River sockeye salmon).

We performed a second analysis with one additional stressor category — the abundance of pink
salmon both in the Northeast Pacific and from Russia. The analysis was extended to include pink
salmon for two reasons: 1) the PSC Report found evidence for competitive effects of pink
salmon on Fraser sockeye (section 4.9 in Peterman et al., 2010); and 2) the data were made
available to us. The PSC report examined three potential mechanisms by which pink salmon
might affect Fraser sockeye, and rejected two of these due to contradictory evidence. The
remaining hypothesis is that abundant odd-year pink salmon from Alaska and Russia compete
with adult Fraser sockeye on the high seas, which is consistent with the observation that Fraser
sockeye spawning in odd years show poorer growth & survival than even-year Fraser sockeye.

The results from this set of analyses show that the pink salmon model (M8) and the global model
(M1) appear as the strongest two models. The level of support for both of these models is similar
but because they are substantially different models, the interpretation is that they provide
legitimately competing models to explain the patterns observed in Fraser River sockeye salmon.
The predators/alternate prey model (M5) is third, but with a lower level of support. The fact that
the pink salmon model does well is in some ways not surprising: there is a scientifically
supported hypothesis, with good data for the attribute that the hypothesis relates to, and the
connection is specific to a life history stage.

4.8 Other Potential Factors Not Included in Cohen Commission

The projects comprising the Cohen Commission’s Scientific and Technical Research Program
represent an extensive but not exhaustive coverage of potential factors that may have contributed
to the decline of Fraser River sockeye salmon. Table 4.8-1 lists some additional theories and
potential factors that have not been explicitly included within the scope of the Cohen
Commission technical reports, or this report. These additional, potentially contributing factors
are presented here simply to acknowledge that other theories do exist, beyond the scope of the
Cohen Commission and beyond the scope of the present report. The analyses conducted within
this project do not (and could not) exhaustively represent all possible factors.

99



Table 4.8-1. Other factors potentially contributing to the decline of Fraser River sockeye salmon that were not
considered within the spectrum of Cohen Commission technical reports. Some of these items are relatively focused
questions whereas others are very broad. The list order does not represent any prioritization.

Factor

Question of Interest

Volcanic Ash

Competition with
Pink Salmon*

Hatchery Fish

Hatchery Fish

Competitors and
Food Resources

Early Outmigration

Nursery Lake
Food Supply

Unreported
Fishing*

Did the 2008 eruption of the Kasatochi volcano in Alaska contribute to the record sockeye returns in 2010 by
providing a natural fertilization of the ocean that resulted in greater growth and ultimately higher survival rates?

Do odd-year pink salmon (the dominant cycle) compete with sockeye salmon for food resources during their
migration overlap, resulting in diminished resources for sockeye salmon and therefore lower survival rates?

Do large releases of hatchery fish result in increased predation of wild fish by creating high, localized
concentrations of prey that attract increased numbers of predators to a place where wild and hatchery fish are
mixed?

Do large releases of hatchery fish affect ocean survival of wild fish through competition or predation?

Have sockeye survival rates been reduced by increased competition for resources resulting from increased
abundance of competitors and/or reduced food resources?

Have sockeye smolts been leaving lakes earlier, driven by changing climate and climate associated factors
(e.g., lake thaw), then arriving “too early” to an ocean environment with insufficient resources because the
phenology of key ocean characteristics has not advanced by nearly as much ?

Has the quantity and quality of planktonic food required to maintain historical sockeye productivity declined as
a result of climate change?

Could unreported catches of sockeye on the high seas and in fisheries outside of the Pacific Salmon Treaty
fisheries have contributed to Fraser sockeye productivity declines?

* Competition with pink salmon and unreported fishing were addressed in the PSC report (Peterman et al. 2010). Evidence in Peterman et al.
(2010; Section 4.9) is consistent with the hypothesis that odd-year pink salmon from Alaska and Russia compete with returning adult Fraser
sockeye (Stage 4 in this report). Unreported catch is unlikely to have contributed to Fraser sockeye productivity declines (Peterman et al. 2010;

Section 4.1).

100



5.0 Conclusion

5.1 Important Contributors to the Decline of Fraser River Sockeye

We present our conclusions for each life history stage, recognizing that there are interactions
both within and between life history stages. These results do not consider aquaculture (report in
progress) or other factors not considered by the Cohen Commission.

Stage 1: Incubation, Emergence and Freshwater Rearing

With the exception of climate change, which we consider to be a possible factor, and pathogens
(for which no conclusion is possible due to data gaps), it is unlikely that the other factors
considered for this stage, taken cumulatively, were the primary drivers behind long term declines
in sockeye productivity across the Fraser Basin. These factors included forestry, mining, large
hydro, small hydro, urbanization, agriculture, water use, contaminants, density dependent
mortality, predators, and effects of Lower Fraser land use on spawning and rearing habitats.
We feel reasonably confident in this conclusion because juvenile productivity (which integrates
all stressors in this life history stage except over-wintering in nursery lakes) has not declined
over time in the eight of the nine Fraser sockeye stocks where it has been measured. We would
be even more confident if more stocks had smolt enumeration rather than fry estimates (only
Chilko and Cultus stocks have smolt estimates). Though not primary drivers of the Fraser
sockeye situation, each of these factors may still have had some effects on some Fraser stocks in
some years (the data are insufficient to reject that possibility). We suspect, based on qualitative
arguments alone, habitat and contaminant influences on Life Stage 1 were also not the primary
drivers responsible for productivity declines occurring to most non-Fraser stocks assessed by
Peterman and Dorner (2011). However, given the absence of any exposure data and correlation
analyses for non-Fraser stocks, it is not possible to make conclusions on the relative likelihoods
of factors causing their declining productivities. None of the factors considered for Stage 1 are
likely to have been much worse in 2005 and 2006 for Fraser sockeye stocks, sufficient to have
significantly decreased egg-to-smolt survival in the salmon that returned in 2009. Similarly, none
of these factors are likely to have been much better in 2006 and 2007, sufficient to have
substantially improved egg-to-smolt survival in the salmon that returned in 2010.

Stage 2: Smolt Outmigration

We analyzed the same factors for Stage 2 as for Stage 1 and came to the same conclusions. There
are however three key differences in our analyses for these two stages. First, regardless of
differences in their spawning and rearing habitats, all sockeye stocks pass through the highly
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developed Lower Fraser region. Second, migrating smolts are exposed to the above-described
stressors for a much shorter time than are eggs and fry, which reduces the likelihood of effects.
Third, since smolt migration occurs subsequent to enumeration of fry and smolts in rearing lakes,
we have no analyses relating survival rates during this life history stage to potential stressors.
Thus our conclusions have a lower level of confidence than for Stage 1. While there are some
survival estimates for acoustically tagged smolts, these data (which only cover a few stocks)
were not analyzed by any of the Cohen Commission technical studies. None of the factors
considered for Stage 2 are likely to have been much worse in 2007 (affecting the 2009 returns),
or much better in 2008 (affecting the 2010 returns).

Stage 3: Coastal Migration and Migration to Rearing Areas

There are almost no data on exposure for pathogens making no conclusion possible; this is a
major data gap. The evidence presented suggests that sockeye salmon in the Strait of Georgia
have little direct exposure to human activities and development, leading to a conclusion that it
is unlikely that these factors have contributed to the decline of Fraser River sockeye salmon.
Sockeye salmon have been exposed to predators, marine conditions, and climate change during
this early marine phase. However, there has been no evidence presented on any correlations
between key predators and sockeye salmon survival. Some important predators appear to be
increasing in abundance, and some potentially important alternate prey appear to be decreasing,
but many other known predators are decreasing or remaining stable. It therefore remains possible
that predators have contributed to the observed declines in sockeye salmon. Based on plausible
mechanisms, exposure, consistency with observed sockeye productivity changes, and other
evidence, marine conditions and climate change are considered likely contributors to the long-
term decline of Fraser River sockeye salmon. It is also very likely that marine conditions during
the coastal migration life stage contributed to the poor returns observed in 2009. Aquaculture
was not considered in our report as the Commission Technical reports on this potential stressor
were not available, but will be considered in an addendum to this report.

Stage 4: Growth in North Pacific and Return to Fraser

Our conclusions on this life history stage are similar to those for Stage 3, though we conclude
that marine conditions and climate change remain possible contributors to the long-term
decline of Fraser River sockeye salmon (whereas in Stage 3, we considered them to be likely
contributors).
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Stage 5: Migration back to Spawn

While the timing of en-route mortality coincides generally with the Fraser sockeye situation,
the Fraser sockeye productivity indices already account for en-route mortality (i.e., recruits =
spawners + harvest + en-route mortality). Therefore, there is no point in examining correlations
between en-route mortality and life cycle or post-juvenile productivity indices within the same
generation. The only possible effects on productivity indices are inter-generational effects, for
which the evidence is limited and equivocal. We therefore conclude that it is unlikely that en-
route mortality (or pre-spawn mortality, which has only increased for Late Run sockeye) are a
primary factor in declining indices of Fraser sockeye productivity. However, en-route mortality
has definitely had a significant impact on the sockeye fishery and the numbers of adult fish
reaching the spawning ground, particularly for the Early and Late runs. Pre-spawn mortality,
habitat changes, and contaminants are unlikely to be responsible for the overall pattern of
declining sockeye productivity. No conclusion is possible regarding pathogens due to
insufficient data. None of the factors assessed for this life history stage are likely to have shown
significant changes between 2009 and 2010.

The above conclusions are based on qualitative and quantitative analyses of existing information.
There are two important caveats on these conclusions. First, there are major gaps in both our
fundamental understanding of how various factors interact to affect Fraser River sockeye
salmon, and in the data available to quantify those factors. Second, all Cohen Commission
researchers have had a limited amount of time to analyze existing information; future data
syntheses and analyses will likely provide deeper and different insights. Below, we summarize
our recommendations for improving the data and understanding of Fraser River sockeye salmon.

5.2 Research and Monitoring Priorities

Our summary of research and monitoring priorities includes findings from both the workshop
involving all Cohen Commission researchers (held Nov. 30 — Dec. 1, 2010), and our synthesis of
the more detailed recommendations contained in the Cohen Commission’s technical reports.

5.2.1 Results from the workshop

Workshop participants were asked to examine section 5.3 of the Expert Panel’s Report to the
Pacific Salmon Commission (PSC report), Priorities for Monitoring and Research (Peterman et
al. 2010), as a starting point for a plenary discussion. Since each of the twelve projects contains
recommendations specific to their topic areas, the purpose of this exercise was to broadly address
priorities for monitoring and research beyond project boundaries.
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The participants agreed with the PSC Panel that a co-ordinated, multi-disciplinary program
should be implemented. There was consensus among the group that a focused oceanographic and
fisheries research program targeting the Georgia Strait, Queen Charlotte Sound and extending
along the continental shelf to the Alaska border would considerably advance our knowledge of
current and future Fraser River sockeye populations. The program should focus on four core
areas: 1) data collection, 2) assimilation of these data into a single, central database, 3) integrated
analyses, and 4) dissemination of information.

There was widespread agreement with the PSC report that the 2009 and long-term declines in
sockeye productivity were likely due to the effects of multiple stressors and factors. Future
efforts should focus not only on increasing our basic biological knowledge of sockeye salmon,
but should also use information gained from the cumulative effects assessment to determine
priority research areas. Certain monitoring needs (research questions) can be answered with a
single (one-time, annual) study; however, others require long-term effort and monitoring. A
strong emphasis should be placed on studying the entire life cycle of sockeye salmon along with
their potential stressors. It was noted that in some cases, additional sample collection would be
straightforward to implement by simply augmenting current data collection efforts. Data
collection and monitoring efforts could be extended to other salmon species as well, increasing
the potential for comparative research. Unlike the PSC report, participants felt that research
efforts should be expanded outside the Strait of Georgia as a priority area, as well as increasing
efforts inside the Strait.

One of the resounding issues throughout the workshop was researchers’ difficulty in obtaining
and understanding data from existing databases. Considerable effort should be spent building and
maintaining an integrated database, for both Fraser and non-Fraser sockeye stocks, with focused
research and monitoring goals in mind. The database should include the historical sockeye data
with clear metadata as well as data from current and future monitoring. For the database to be
useful to scientists, it would need to be regularly updated and maintained. As mentioned in the
PSC report, it would be critical to create a framework that would allow simultaneous
coordination of research across disciplines, recognize the potential for cost-effective joint
sampling programs, and promote identification of synergistic effects and interactions.

The decline of sockeye salmon in the Fraser River is an issue that has captivated the province of
British Columbia. Participants felt that the proposed increase in data collection and monitoring
should be followed by transparent dissemination of information to scientists and non-scientists
on a regular basis. Given the potential funding of new initiatives and future findings, an annual
report on the State of the Salmon should be compiled and made publicly available.
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More specifically, the extended research program should be co-ordinated with a U.S. program
covering those areas of the Alaskan continental shelf containing high sockeye densities. Since
much of the research will augment existing research programs, funding of current programs
should be maintained. Further, recommendations for research should be directly compared to
current monitoring and research to determine expenditures and assess their relative merits. As
emphasized in the PSC Report, new data collection and analysis techniques exist that would
facilitate research efforts and increase efficiency in effort and cost.

5.2.2  Synthesis of recommendations from Cohen Commission Technical
Reports

Table 5.2-1 is a synthesis of research and monitoring recommendations, based on the PSC report,
discussions at the Cohen Commission workshop, the Commission’s Technical reports, and this
cumulative effects assessment. We have organized these recommendations by life history stage,
building on the structure used in the PSC report. However, each recommendation should be seen
as a component of a fully integrated, multi-disciplinary research program, essential to
understanding the cumulative effects of multiple factors on the abundance of returning salmon.
Specific research and monitoring recommendations for uncertainties related to aquaculture are
not included in detail in Table 5.2-1, as the Commission Technical reports on this potential
stressor were not available. Aquaculture will be considered in an addendum to this report.

In addition to improving the information available for each life history stage, we stress the
importance of improving our ability to rapidly organize these data into a geographically and
thematically linked form, and to conduct cumulative assessments which integrate effects over the
entire sockeye life cycle through an appropriate mix of models and data analyses. We note that
the database developed for this project (described in Appendix 3), as well as the databases
developed by individual researchers working on Commission Technical Reports, are preliminary
but important steps towards the goal of an integrated database. However there are some serious
limitations to the types of indicators available for various stressors, in terms of their specificity
for various stressors, as well as spatial and temporal coverage.

One practical strategy towards the goal of an integrated database would be to continue existing
topic-specific databases (e.g., climate data, ocean conditions, stock information, contaminants,
habitat data, pathogens), each maintained by the entities that have collected these data, but link
key fields of each one to an integrated, interdisciplinary, geo-referenced database. The integrated
database would periodically grab key variables from the topic-specific databases, and store these
data within a structure that catalyzed cumulative, rapid assessments across stressors and life
history stages. The advantage of this approach is that any updates made to topic-specific
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databases (e.g., corrections to past estimates of smolt emigration) are automatically corrected in
the integrated database. This avoids the problem of having a centralized database with duplicate
but out-of-date or incorrect versions of historical data. This approach is gradually being
implemented in the Trinity River Restoration Program, and has also been recommended for other
rivers in the Western U.S., including the Klamath, Sacramento and San Joaquin.15 There are
considerable technical and institutional challenges in setting up such an approach, but the
benefits include fewer errors in data assembly, ease of inter-disciplinary integration, and much
more timely application of quantitative analyses.

In addition to improving the data available for understanding both the stressors affecting sockeye
and their life-stage specific survival rates, there needs to be improved application of quantitative
methods to these data. The goals of these analyses should be to reduce uncertainties critical to
fisheries management decisions, and to improve our retrospective understanding of the factors
that have affected sockeye survival rates and productivity. The quantitative methods that we
applied in this report were the simplest approaches that could be feasibly completed within the
time available. A small working group could consider other methods that should be applied to
the database that we’ve assembled (as well as future improvements to it), including: simulation
and statistical approaches incorporating non-linear and non-additive interactions; functional
regression analyses for continuously measured variables like temperature, salinity and discharge;
control chart approaches to examine changes in the variability of both response measures and
environmental variables; and Bayesian approaches which assign probability distributions to each
factor and their interactions. Potential methods are more fully described in Appendix 3. We
emphasize the importance of extending these kinds of analyses to all 64 stocks assessed by
Peterman and Dorner (2011), and others not included in their data set (e.g., Okanagan sockeye).
The greater contrasts in both stock productivity and stressors provided by larger data sets will
yield stronger insights on driving factors.

Due to ecosystem complexity and year to year variability in environment-recruitment
correlations (see section 3.1 and English et al. 2011), we think that it will be very difficult to
develop reliable pre-season models to accurately predict sockeye returns. A more reasonable
expectation is that quantitative analyses will be primarily retrospective, and can yield only very
general forecasts (e.g., whether marine survival rates over the next two years are likely to be
below average, about average, or above average). As discussed in English et al. 2011, in-season
data and models will likely continue to be the primary tools used to manage harvest.

15 See http://trrp.net/science/IIMS .htm for more information.
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The twelve highest priority recommendations are shown in bold, but the entire set of 23
recommendations form a cohesive whole. Since the early marine environment appears to be a
major potential source of declining productivity, it is particularly important improve information
on potential stressors affecting sockeye along their migratory path from the mouth of the Fraser
River through Queen Charlotte Sound, including food, predators, pathogens, and physical,
chemical, and biological ocean conditions. Information on pathogens, including potential
relationships to aquaculture, is a particularly important data gap.

Further work is required to prioritize, sequence, define and integrated these recommended
activities. Management decisions must still be made despite considerable uncertainty, and the
information requirements for those management decisions should guide the elaboration,
prioritization and integration of our recommendations. In other similar efforts we have found it
helpful to apply the Data Quality Objectives (DQO) process developed by the U.S.
Environmental Protection Agency (EPA 2006). Adapting some of the guiding principles of the
DQO process to the sockeye situation leads to the following questions, which we believe should
be applied to each of the recommendations in Table 5.2-1:

1. How exactly will the information be used? Example uses include: increasing our
fundamental understanding of what is going on; directing strategic decisions on
managing fisheries, hatcheries and other human activities (e.g., land use, pollution,
aquaculture); managing expectations on sockeye returns 1 to 2 years later; helping to help
make short term in-season harvest management decisions.

2. Given the intended uses of this information, what are the appropriate time and space
scales of interest, and the required/achievable levels of accuracy and precision? For
example, given the myriad and highly variable factors affecting sockeye, what level of
accuracy and precision is required/achievable with pre-season forecasts of run returns?
How much effort should be allocated to pre-season forecasts versus in-season forecasts
and management?

3. What activities need to be done first? Are there some activities which are contingent upon
outcomes of the primary activities (i.e., if we learn X, then we need to do Y), but
otherwise can be deferred? Are rigorous adaptive management approaches feasible for
key management uncertainties?

4. Given the answers to questions 1-3, what are the most cost-effective research and
monitoring designs of a fully integrated, multi-disciplinary program? What pilot studies
need to be done to develop such designs?
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Table 5.2-1. Recommended research and monitoring priorities listed by sockeye life stage. This table builds on
Peterman et al. (2010; Table E-3), as well as the Cohen Commission workshop and technical reports
(including this one). The importance of recommended research and monitoring activities is rated by: (1)
“Explanatory Importance", i.e., the relative likelihood that the set of hypothesized factors listed in the
second column for a given life stage contributed to the sockeye declines (i.e., a synthesis across the
stressors affecting that life stage), and (2) “Relevance to Management Actions”, i.e., the value that such
knowledge has for informing potential management actions. For example, a rating of High for
“Explanatory Importance” and Low for “Relevance to Management Actions” indicates that research and
monitoring of this life stage and the associated stressors is valuable in explaining the causes of decreasing
productivity, but has little relevance to informing choices about potential management actions. Boldface
items indicate the highest priority research and monitoring topics.

Life stage Relevant | Explanatory | Relevance | Comments and recommended research and monitoring
for Fraser report Importance to activities

River section Management

sockeye Actions

salmon

Parental 4.2 Low Low Although an unlikely explanation of past declines, spawning
spawning success and incubation could relate to disease concerns
success and and/or become higher priority in the future with climate
incubation change. Recommended activities include:

1. better estimates of both watershed conditions over
time using consistent methods, for a strategically
selected cross-section of stocks with varying
conditions (e.g., migration distance, levels and types
of watershed disturbance), to better understand
current status, causative mechanisms and risk
thresholds;

2. better understanding of the status of smaller
conservation units, consistent with
implementation of the Wild Salmon Policy; and

3. better integration of existing and future data sets
affecting freshwater spawning and rearing habitats

Juvenile 4.2 Medium High Quantitative assessment of smolt production is essential to

rearing, estimate survival rates in pre- and post-juvenile life stages,

production and focus management responses. Only 2 of 19 Fraser

capacity, stocks currently have smolt estimates (Cultus, Chilko).

and smolt Recommended activities include:

production 4. assessments of freshwater smolt production
and health for a strategically selected cross-
section of stocks (as described above);

5. studies of conditions and ecosystem dynamics
within the rearing lakes for these stocks; and

6. more intensive examinations if problems are
detected.

Downstream 4.3 Medium High We do not know the survival rate of smolts during their
migration to downstream migration, or when they arrive in the Fraser
estuary estuary (vital to understanding potential mismatches between

arrival times and marine plankton blooms). Smolt survival
currently cannot be estimated separately from the overall
juvenile-to-adult  survival rate. Recommended activities
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Life stage Relevant | Explanatory | Relevance | Comments and recommended research and monitoring
for Fraser report Importance to activities
River section Management
sockeye Actions
salmon
include:

7. research to assess sockeye smolt survival rates
and travel time between lakes and the Fraser
River estuary, for the strategically selected
subset of stocks described above;

8. estimates of the size and health of smolts arriving in
the Fraser estuary (e.g., pathogens, contaminant
body burdens, lipid reserves);

Coastal 44 High High Both the Strait of Georgia (highlighted in the PSC report) and

migration Queen Charlotte Sound (highlighted in section 4.4 of this
report) are of critical importance to sockeye. Recommended
activities (which should be fully integrated with current work
by DFO and NOAA) include:

9. A fully integrated oceanographic and ecological
investigation of the Strait of Georgia (SoG), the
Strait of Juan de Fuca (SJF), Johnstone Strait
(JS) and Queen Charlotte Sound (QCS)
(including oceanographic conditions,
zooplankton, algae, marine mammal predators,
alternate prey) to quantify/evaluate factors
affecting Fraser sockeye survival, and improve
linked physical - ecosystem models;

10. Studies of residency and migration paths of
Fraser sockeye post-smolts through the SoG,
SJF, JS and QCS;

11. Sockeye pathogen and contaminant levels in
SoG, SJF, JS and QCS under different marine
conditions and exposures to aquaculture
activities;

12. Estimates of the annual relative survival of
Fraser sockeye over the period of residency in
the SoG, SJF, JS and QCS; and

13. Studies of the migratory paths of Harrison Lake
sockeye.

Growth in 45 Medium Low Open-ocean research may improve understanding of
the North competition (e.g., pink-sockeye), growth, maturity, and over-
Pacific and wintering survival. Recommended activities include:

return to 14. Continued assessments of return abundances,
Fraser age at return and harvest rates, all very

important to future management decisions and
sustainability of Fraser sockeye.

15. estimates of the abundance of sockeye salmon
reaching the Gulf of Alaska (and their distribution,
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Life stage
for Fraser
River
sockeye
salmon

Relevant
report
section

Explanatory
Importance

Relevance
to
Management
Actions

Comments and recommended research and monitoring
activities

16.

health, condition), as well as oceanographic
conditions, would help distinguish mortality occurring
during the open ocean phase from mortality prior to
leaving the continental shelf.

Information on non-Fraser populations, useful in
narrowing down the processes affecting Fraser
sockeye, managing those stocks, and detecting
shifting sockeye distributions with climate change.

Migration
back to
spawn

4.6

Low

High

Recommended activities include:

17.

18.

19.

20.

21.

22.

23.

continued evaluation of the accuracy of in-
season and post-season sockeye assessments,
and improvements in those assessments;
accurate estimates of sockeye in-river mortality
(en-route mortality, in-river harvest, pre-spawn
mortality);

management strategies to maximize the
potential for persistence of sockeye under
increasing stress from climate change;

climate change modelling to quantify the impact of
future climate warming on Fraser River sockeye
salmon productivity and abundance;

improved estimates of the spawning escapement for
Fraser pink salmon;

improved escapement goals for each stock and run-
timing group; and

research on gender differences in upstream survival,
impacts of fisheries capture on en route and pre-
spawn mortality, intergenerational effects.
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Appendix 1. Statement of Work

Cohen Commission of Inquiry into the Decline of Sockeye Salmon
in the Fraser River

“Fraser River Sockeye Salmon: Data Synthesis and Cumulative Impacts”

SW1 Background

1.1 The Commission of Inquiry into the Decline of Sockeye Salmon in the Fraser
River (www.cohencommission.ca) was established to investigate and report on
the reasons for the decline and the long term prospects for Fraser River sockeye
salmon stocks and to determine whether changes need to be made to fisheries
management policies, practices and procedures.

1.2  The Commission has engaged other Contractors to prepare technical reports
covering scientific topics related to the Commission’s mandate. A synthesis of
this information is required to address cumulative impacts and to evaluate
possible causes for the decline of Fraser sockeye salmon.

SW2 Objective

2.1 To provide data synthesis and integration services to the Cohen Commission and
to lead the preparation of cumulative impact analysis involving all of the Science
Contractors.

SW3 Scope of Work

3.1 Following the submission by Contractors of Progress Reports on November 1,
2010, the Contractor will analyze and organize information on explanatory
factors, to assess their correlative strength with patterns of change in sockeye
stock productivity during different life history stages. This will involve the
preparation of a computer model to track the relative influence of different
variables, and their interactions, that can affect Fraser sockeye salmon. This
material will be developed and returned to the Contractors by December 15,
2010. The Contractors’ Final Reports, which are due January 31, 2010, will be
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utilized to clarify the full range of factors, and their interactions, that impact Fraser
sockeye'.

SW4 Deliverables

4.1  The Contractor will organize a Project Inception meeting to be held within 2
weeks of the contract date in the Commission office.

4.2 The main deliverables of the contract include the facilitation of 2 workshops and
the preparation of 2 workshop reports. The first workshop (Nov. 30 — Dec. 1,
2010) will involve Contractors and the Scientific Advisory Panel to address
cumulative effects and their relationship with sockeye declines. The second
workshop (Feb. 23-24, 2011) will involve the public, Participants, as well as the
other Cohen Commission Contractors.

4.3 The Workshop Facilitators will make themselves available to Commission
Counsel and legal staff as required.

Additional Methodological Details:

Cumulative Impact Analysis. The Contractor will take a life history approach to cumulative impact
analysis, examining the suite of stressors potentially affecting each life history stage, and how those
stressors have changed over the period of interest (i.e., early 1990’s until the present). The Contractor will
use the results of each investigator's work to illustrate the magnitude of each stressor over space and
time, and its potential for delayed effects on subsequent life history stages (e.g., acquisition of a disease
at one life history stage may not cause mortality until other stressors such as high temperatures affect a
later life history stage). The intent is to illustrate these potential cumulative impacts through a series of
integrative frameworks, such as:

a) a life history diagram showing the impacts of different stressors, with arrows of different thickness
indicating the strengths of different pathways (including both direct and delayed effects);

b) time series graphs showing changes in a series of indicators for different stressors, placed on a
map of the sockeye’s life history, showing all indicators on a consistent relative scale (e.g., scaled
to 1 based on the maximum value over the time series);

c) similar time series graphs of the changes in productivity indicators for different sockeye salmon
stocks; and

d) analyses of the evidence for and against different hypotheses, building on the June 15-17 PSC
workshop.

Computer Model. Each of the investigators gathering information on different stressors will assemble
indicators of those stressors, organized into a spreadsheet with a consistent format (i.e., stressor by year
by stock), specifically the 19 Fraser River sockeye stocks for which productivity indicators have been
assembled by the Pacific Salmon Commission. For some stressors (e.g., impacts on freshwater spawning
and rearing habitat), these indicators may be stock-specific. For other stressors (e.g., fish farms,
oceanographic conditions, mammalian predators) many stocks will need to be grouped, as the
independent effects on different stressors are unknown. The ability to explain the patterns of change in
both Fraser sockeye stocks and other stocks of interest outside the Fraser (valuable to create contrast)

'® Several of the Commission Participants requested that additional details concerning methodology for
cumulative impact analysis be provided. This information is shown after the section SW4 Deliverables.
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will be explored using a multiple regression approach or perhaps other multivariate techniques. It is
expected that there will be some serious challenges in completing this analysis due to both data gaps,
and insufficient degrees of freedom for strong statistical inference. However, this effort will serve to
illustrate the challenges in deducing the relative impacts of different stressors.
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Appendix 2. Reviewer Evaluations and Responses

Reviewers:
1. Randall M. Peterman
2. Sean Cox
3. Rick Routledge
4. John Reynolds

The authors’ responses to each reviewer’s comments are provided in bold below.

Report Title: Fraser River Sockeye Salmon: Data Synthesis and Cumulative Impacts
(draft final report)

Reviewer Name: Randall M. Peterman

Date: 12 March 2011

1. Identify the strengths and weaknesses of this report.

Strengths:

a. Most of this report is extremely well written. The hierarchical organization of the
material is a very effective way for readers with different levels of understanding of the
Fraser sockeye situation to easily access the report to the desired depth. For the most
part, tables and figures are clear and useful.

b. In recognition of the variety of backgrounds among readers, sections 2 and 3 do an
excellent job of setting out the context and limitations for this type of work, as well as
explaining the process for drawing conclusions. | particularly like Fig. 3.3-3 on page 19
as a way of succinctly showing how the categories of relative likelihood were assigned
to hypothesized mechanisms. The report also nicely differentiates between explanations
of past observations and making forecasts of the future.

Weaknesses:

c. There are two short sections in them main text that are poorly written (pages 58-59
and 77-79). Those are sections that deal with the authors' own analyses of data (as
opposed to the summaries of other researchers' analyses that are covered in the rest of
the report).

Response: These two sections have been re-organized and rewritten to address both this
issue and the more specific criticisms raised below. In particular, a new section (Section
3.3.6) has been added to ensure that an appropriate overview of the quantitative methods is
provided prior to any discussion of the results of those analyses. This section is intended to
provide a concise, non-technical description of the quantitative methods such that both
non-technical and technical readers will be able to clearly understand the basic
terminology and overall methods used without needing to refer to the technical details
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presented in Appendix 3.

d. Unfortunately, when | finally read Appendix 3 (which | expected to clarify the
shortcomings in the main text regarding the description of the authors' statistical
methods), | was still unclear what they actually did. There are still no statistical models
given. Appendix 3 should therefore be rewritten in the format of a methods section of a
journal paper so that readers with statistical backgrounds can understand what the
authors did and evaluate the appropriateness of the methods of analysis. Again note,
however, that this criticism only applies to the methods used by the authors of this
report on their analyses of raw data; it does not to their synthesis of evidence and other
analyses provided to them by other contractors.

Response: The sections of Appendix 3 that pertain to our quantitative analyses have been
substantially rewritten to address these issues, as well as the more specific criticisms
regarding this section raised below.

e. Appendix 4 described more about the methods, but still not enough. More
problematic, though, was the poor presentation of results of the authors' own data
analyses. My comments and suggestions for improvement are detailed at the end of
section 6 of this review.

Response: Appendix 4 has been substantially rewritten to address these issues, as well as
the more specific criticisms regarding this section raised below. We acknowledge that the
draft version of this appendix made available to the reviewers was quite rough. The time
available for conducting the quantitative analyses and describing their results was highly
constrained due to long delays in receiving the appropriate data.

2. Evaluate the interpretation of the available data, and the validity of any derived
conclusions. Overall, does the report represent the best scientific interpretation
of the available data?

a. The authors used (and clearly explained to readers) a rigorous "weight-of-evidence"
approach that helped them deal with the complex set of hypothesized causes of the
decline of Fraser River sockeye, as well as the wide range of available data for different
hypotheses. This "weight-of-evidence" approach was based on two key publications in
the field of "Retrospective Ecological Risk Assessment” (Forbes and Callow 2002;
Burkhardt-Holm and Scheurer 2007), but the authors omitted full references to these
papers at the back of the report.

Response: The correct, full citations have been added to references section.

b. The authors did a very commendable job at presenting the best scientific
interpretation of available data that they obtained from the other contractors. The report
also carefully points out cases where no information was available and where no
conclusions could be drawn. As well, the report draws legitimate conclusions that put
more weight on hypotheses about marine processes outside the Strait of Georgia than
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the conclusions of the Expert Panel at the workshop in June 2010 sponsored by the
PSC (Pacific Salmon Commission) (Peterman et al. 2010). The current report had more
data and analyses available to it than the PSC workshop.

Response: Thank you for the positive feedback.

c. The report falls short on interpretation of its own data analyses, though, as | describe
at the end of section 6 of this review. | respect the fact that they were extremely
complex analyses done in a relatively short time, but even this draft report could have
been better at describing those analyses. Given that those analyses drew essentially
the same conclusions as found by data from the other contractors, this problem is not
as serious as it would have been if the original data analyses described here were the
only ones to go on.

Response: The reviewer provides much more specific comments on this issue in Section 6 of
this review. We have provided our responses to each of those points in Section 6.

3. Are there additional quantitative or qualitative ways to evaluate the subject
area not considered in this report? How could the analysis be improved?
There are only a few places where | noted that the evaluations of hypotheses here
could be improved. These are noted in section 6 below as specific comments.

Response: We have responded to the comments referred to here in Section 6.

4. Are the recommendations provided in this report supportable? Do you have
any further recommendations to add?

a. In general, the recommendations are well supported. The authors have done an
excellent job of relatively concisely compiling a complicated set of evidence. The only
recommendation that | might add is that management decisions still need to be made,
despite the lack of appropriate data on some purported mechanisms affecting the
decline of Fraser sockeye salmon. There will always be uncertainties, and although
some of the judgments summarized here are qualitative, they at least describe the state
of the art and provide everyone with more information than they had before.

Response: The challenge of making decisions under uncertainty is a good point, and we
have expanded our discussion of prioritization in Section 5.2.2.

5. What information, if any, should be collected in the future to improve our
understanding of this subject area?

a. | have nothing to add beyond what has already been included in the various
recommendations in the report.

6. Please provide any specific comments for the authors.
1. | realize that this document was produced under considerable time pressure, but it
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now needs a thorough copy editing to clean up poor grammar, incomplete sentences,
extra or missing words, errors in figure numbers, missing references, repeated page
numbers in the Executive Summary and the main text starting with the Introduction, etc.

Response: The final report has now received much more thorough copy editing than was
possible for the draft report (given our tight time constraints), addressing the items
mentioned by the reviewer above and more.

2. Page 2 of Executive Summary, last paragraph - The sentence starting with "For each
life stage, we considered..." should be changed to a numbered or bulleted list; it is too
hard to read.

Response: We have changed this sentence to be more readable.

3. Further on in that paragraph, emphasize that your categories "unlikely, possible,
likely, or very likely" are listed in order of increasing confidence. Although that is obvious
here, much later you have many hypotheses where you state "possible" and it may not
be clear to readers at that point where that category sits along the spectrum.

Response: Rewritten to emphasize relationship between classifications and confidence.

4. Page 3 bullet item 1 - You must define what you mean by productivity. Given that one
of your objectives is clear communication with non-technical readers, this type of
ambiguity should be removed from all jargon terms in the report.

Response: We have provided an explicit definition of what we mean by “productivity’’ both
in the Executive Summary and where the term first occurs in the main report (Section 1.1).

5. The term "inshore migration" should be replaced throughout this document by
"coastal migration”; the latter is clearer as well as more common.

Response: We have replaced the term ‘“inshore migration” with ‘“coastal migration”
throughout the report.

6. Page 5 of Executive Summary, last paragraph - define "PSC report" and briefly
explain the workshop process that it summarizes.

Response: Done.
7. Page 22, 4th line - insert "substantially" between "were" and "affected".
Response: Done.

8. Figures numbered 4.1-3 through 4.1-5 have incorrect figure numbers according to
references to them in the main text.
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Response: Figure numbers have been corrected.

9. The figure currently numbered 4.1-5 (colored stacked bar plots) has something wrong
with the year labels and legends, which makes them appear splotchy and hard to read.

Response: This figure has been reproduced both with higher resolution and larger fonts for
the labels to improve its readability.

10. Page 31 - The main heading should be reworded by inserting "of observed patterns
in productivity" between "Implications" and "for analysis".

Response: Done.

11. Page 32 - Regarding the italicized note to reviewers: those generalizations seem
fine.

Response: Comment removed from final report. Original comment:
“Note to reviewers: The above generalizations inevitably have some over-
simplifications, so tweaks are undoubtedly required. We desire a concise summary of
attributes.”

12. The summary tables in the conclusions sections on each life stage are very useful
(page 40 for example).

Response: Thank you for confirming that these tables have met their intended objective.
13. The Selbie (2010) reference is missing at the back.
Response: Reference added.

14. Your reference to that Selbie paper implies that you also have access to the other
papers from the PSC workshop in June of 2010. Therefore, | recommend that you draw
upon the evidence presented by John Ford at that workshop concerning the increasing
and large population of Steller sea lions (~ 60,000 animals in B.C. and Southeast
Alaska in 2009). Ford also pointed out that a substantial part of their diet (~12 to 31%)
comes from salmonids (not yet identified down to species). This information on Steller
sea lion predation should be inserted into the last paragraph on page 50 and carried
through to other similar sections later.

Response: This information has been included. The diet data to which the reviewer refers
(presented both by John Ford at the PSC Workshop and Andrew Trites at the Cohen
Commission Science Workshop, originally from P.F. Olesiuk, unpublished), measures the
proportion of scat samples containing salmonids. That is, approximately 12-31% (varying
by season) of the samples contained salmon but that does not mean that salmon make up
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12-31% of the diet. The evidence presented by Andrew Trites at the Cohen Commission
workshop suggests that salmon comprise approximately 10% of the overall diet of Steller
sea lions.

15. Page 52 - insert "Strait of Juan de Fuca" after "Queen Charlotte Strait". Also, you
need a map labelling these salt-water locations, as well as the "Queen Charlotte Sound"
mentioned on page 57.

Response: Corrected as suggested. We have added labels to Figure 3.3-2 for the major salt-
water locations commonly referred to throughout the report.

16. Top of page 53 - The following example of potential predation effects is very
important: "...if 0.1% of the diet of spiny dogfish was sockeye smolts, they would
consume 14.5 million smolts within the Strait of Georgia (very significant predation)...".
Analogous examples for marine mammal predators, particularly Steller sea lions, are
conspicuous by their absence. This omission must be corrected here, as well as on
page 50 and the bottom of page 54.

Response: Agreed, and implemented. We have added greater discussion regarding Steller
sea lions in Sections 4.4 and 4.5.

17. Page 57 - The paragraph under the heading "Conditions in Queen ..." correctly
characterizes the different conclusions about the role of marine conditions "outside" of
Vancouver Island compared to "inside" that were drawn by the current report and the
report from the PSC workshop in June of 2010.

Response: Thank you.

18. Page 58 - Everything from the first line "Three model sets were tested ..." to the end
of this section at "... drivers examined" needs to be thoroughly re-written because it is
very confusing, uses undefined terms such as "global model" and "model sets", and
does not even mention which dependent variable the models are trying to explain! | had
to re-read this page and a half several times to deduce, for example, what "model sets"
meant. Here it appears that one could simply substitute the word "period" for "model
sets", because the term seems to imply models that were analyzed across three time
periods. However, if you make that substitution here, it will be at odds with how "model
sets" are used on pages 78-79. | purposely did not yet read Appendices 3 and 4, so that
| could comment on how understandable this section was without reading the detailed
methods in those appendices. Unfortunately, this section does not work as it stands.
Fortunately, the text on pages 58-59 can be helped considerably by inserting a table
that indicates in words (not in equations) which independent or predictor variables are
used in each model and for which time periods data on those variables were available.
The text above the table should at least state whether you are using a multiple linear
regression or some other form of statistical model.

126




Response: This section has been completely rewritten, and we have introduced our
quantitative methods in plain language in section 3.3.6.

19. Page 60 - The exceptional case of the Harrison River sockeye should be moved
from its current hidden location at the end of point 4 and put into its own point. This will
enable you to emphasize the importance of the evidence that could be gleaned from
studying that stock more thoroughly, given that its life history is quite different from other
Fraser sockeye stocks.

Response: We have moved comments on the Harrison stock into their own bullet point to
emphasize that stock-specific knowledge of its migration route and timing would be
especially useful given its unique life history and productivity trends (i.e., the only stock
with increasing productivity).

20. Page 61 - | would add a new point under "Key things we need to know better" that
would specifically state the need to take the current knowledge about consumption rates
of sockeye salmon and other species by marine mammals, the bioenergetics of those
mammals along with their population sizes, and combine these into estimates of total
consumption of sockeye salmon by populations of a given species of marine mammal.
For too long now, this last step has been missing, yet it should be easy to calculate a
range of estimates given a standard set of assumptions like those that Christensen and
Trites apparently used for their spiny dogfish example described on page 53.

Response: We agree with the reviewer’s comment and have added this recommendation
under “Key things we need to know better”’. This recommendation has the advantage of
being fairly specific and preliminary efforts could be initiated immediately with the
information currently available.

21. In the context of the previous comment, lines 8-10 on page 62 make a statement
that is inconsistent with the point made on page 53 about the total potential impact of
spiny dogfish predation on salmon, despite salmon being a tiny portion of the diet of the
dogfish. The offending sentence is: "On the return journey back to the Fraser, there are
many marine mammals that will prey on adult salmon, but sockeye salmon do not
appear to be a substantial portion of any of their diets". Surely, the authors have to be
consistent in their logic and say the same thing about the marine mammals as they did
for the spiny dogfish.

Response: We have revised this section.

22. The line in Figure 4.5-2 does not seem to be the best-fit line; visually at least, it
seems like it should have a lower slope. What was the assumption about the error term
in the fitting method?

Response: This graph was extracted as an image from the publication cited and therefore
the “trend” line could not be removed. We were not able to acquire the underlying data
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before submitting the draft report. We have since acquired the raw data, updated to 2010.
The original did not contain any information on the nature of this trend line. We have now
graphed the same data without a trend line but including labels for the axes.

23. Page 65, 7th line - This statement "no obvious connection to sockeye abundance" is
not supportable. See point #21 above.

Response: This quote from the workshop has been removed as it is inconsistent with the
information available on Steller sea lions. The available evidence does not definitively show
that there is a connection between marine mammals and sockeye abundance but the data
does provide some support for this idea and therefore the potential connection cannot be
rejected, as in the above statement.

24. Page 77, section 4.7.1 - As noted above, | did not read Appendix 3 or 4 prior to
reading this section in order to view it from the perspective of a non-technical reader.
Unfortunately, this section is poorly written and suffers from similar problems to those
described above for pages 58-59. For instance, there is no clear statement that
identifies the dependent, let alone the independent variables, and the definition of
"model set" here is different than what is implied on pp. 58-59. Again, a table like |
suggested for pp. 58-59 might solve several problems here.

Response: This section has been rewritten and restructured. It now contains both a
synthesis of our qualitative analyses of cumulative effects across all life stages, as well as a
clearer summary of our quantitative analyses. Our quantitative methodology is now
introduced in Section 3.3.6. to provide readers with sufficient information on the approach
so they will be able to understand the results presented in this section without needing to
delve into the technical details of the appendices. We have also added two tables to Section
4.7.2 that illustrate the differences between the models tested and describe which specific
variables are included in each of the models discussed. We have tried to ensure (in both of
the sections mentioned) that any technical terms (e.g. model set, parameters, covariates,
“project-based models”, ‘‘all-marine’’ model, etc.) are either more clearly defined or simply
reworded using clearer, non-technical language.

25. Page 77, 2nd-to-last line - "If data are missing ..." Is this sentence true even if only
one data point is missing in a time series for a particular variable? If so, this procedure
does not seem right.

Response: This is not what we intended to imply in this section or later in the methods. The
sentence:
“If data are missing for one variable in one stock, then all of the records for that
stock will be excluded from the analyses.”
referred to cases where one variable of interest (e.g., contaminants) was unavailable in
ANY year for a particular stock. When a single data point is missing, it is only necessary to
drop that particular year x stock from the analysis. For cases where only a small number
of records were missing for a particular variable, we considered using interpolation (either

128




based on time or other stocks) to ‘fill in’ the dataset and therefore reduce the number of
data points that had to be dropped from the analysis. In the end this strategy was rejected
because data sets with only small gaps only resulted in a small loss of data and data sets
with larger gaps (often at the beginning or end of the data set) were not able to be “filled in’
with confidence. We have re-written the description of how we handled ‘missing data’ in
4.7 as well as in Appendix 3.

26. Page 78 - The table suggested above should define what is meant by "Three
additional models were tested with the model set...", the "all marine model", and other
equally vague terms.

Response: This section has been completely rewritten. Please refer to the response for #24.
27. Section 4.7.3 on pp. 79-80 - A summary table is also necessary here.
Response: This section has been completely rewritten. Please refer to the response for #24.

28. Page 81 - In the last two paragraphs prior to section 4.8, you bring in pink salmon
data without describing what types of mechanisms the PSC workshop concluded were
plausible. Here the reader will have no idea whether you are talking about competition
or predation by pinks. The last sentence prior to section 4.8 talks only in vague terms
about the mechanism; it must be more explicit.

Response: We have revised this paragraph, providing more details on the hypotheses
evaluated in the PSC report.

29. Page 86 - what do you mean by "database assimilation"?

Response: We have rewritten this line to clarify the intended meaning, that collected data
would be assimilated into a central, integrated database.

30. Page 87 - An intriguing, but to me, impractical suggestion is made here: "... continue
existing topic-specific databases (e.g., climate data, ocean conditions, stock
information, contaminants, habitat data, disease), each maintained by the entities that
have collected these data, but link key fields of each one to an integrated,
interdisciplinary, geo-referenced database." The footnote to this idea notes that the
Trinity River Restoration Project is moving in this direction. It would be worth expanding
upon that example here to demonstrate that the suggestion made by the authors in the
quote above is achievable.

Response: We have expanded our description and included some discussion of the
challenges involved with integrated but regionally distributed databases.

31. Page 90 - Insert "Strait of Juan de Fuca" next to the other bodies of the ocean
mentioned in section 4.4 of the table because this is the strait apparently used by
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juvenile Harrison River sockeye.
Response: Done.
32. Need to do the usual cross-checking of all references.

Response: We have cross-checked all references between the body of the report and the
references section.

33. This report frequently uses contractions (e.g., "doesn’t", "won't", etc.). These do not
belong in scientific writing; spell out the full words.

Response: We have replaced all contractions (i.e. aren’t, can’t, couldn’t, doesn’t, don’t,
hasn’t, wasn’t, we’d, it’s, that’s, there’s, what’s, they’re).

Specific comments on Appendix 3

34. Page 103 - Table A3.3-1 is missing some entries in the "units" column. Also, there
appear to be very few cases in which the qualitative time series of data were provided.
Is that correct? If so, say so in section A.3.2.2. For instance, "... only X% of the data
that we analyzed were from these qualitative time series".

Response: The missing entries have been entered in this table. A sentence has been added
to describe that qualitative time series were only received from two projects. We think that
Section A3.3 (“... Data Received”) is the more appropriate location for this sentence, which
follows directly after the section described by the reviewer.

35. The material in section A3.5.1 (Qualitative Analyses) under the heading "Weight of
evidence..." repeats what was already said earlier in section 3.3.5 of the main report. No
need for both.

Response: We have added a footnote to explain that this section is an expanded version of
Section 3.3.5 of the main report. The version in the appendix contains substantially more
detail on this approach and how it has been adapted from the foundational literature. We
felt that this greater depth was relevant given the multiple audiences for this report. We
now explicitly note that Section 3.3.5 is therefore repeated in this section.

36. Page 137 - Delete "or not" from the last line of this page.

Response: Done.

37. Page 138 - You state that rather than using residuals from the underlying best-fit
spawner-recruit relationship that "We used In(R/S) for this analysis." Not only should

you justify why you did that, but you should also state the potential biases that you
introduce by doing so. That is, when your results are presented, you should interpret
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them in terms of how changes in spawner abundance (S) alone (even with constant
recruitment, R) might have affected the time trends in loge(R/S).

Response: We used In(R/S) so that the potential effects of density dependence (i.e. effects of
changes in S on R/S) would be considered concurrently with the potential effects of other
stressors. The form of multiple regression equation that we used is a Ricker spawner-
recruit model with additional covariates. Since Peterman and Dorner (2011) only found
evidence for delayed density dependence for the Quesnel stock, this simplification seems
reasonable. The analysis could be repeated using the residuals from the best fit spawner-
recruit model as the dependent variable, rather than In(R/S).

38. Bottom of page 140 to top of 141 - | believe that you meant to say that you are
plotting the "concentration profile", or cumulative probability of stock composition here.
Careful with wording here; "distribution" at the top of p. 141 might mean spatial
distribution to some readers.

Response: We have changed the wording to say ‘concentration profile’ and then defined
what we mean by that term.

39. Page 142 - Insert "variable" between "dependent" and "dataset" and make dataset
two words. Same with "smallest independent datasets". Also, "See Appendix 3-4 refers
to the wrong appendix number (this error appears elsewhere too). Page 142 is where
the "no missing data" statement comes up again, just as in the main text, yet you do not
fully explain how that was interpreted. If there was even one year with missing data, did
you throw out the entire time series of that particular independent variable? This does
not seem reasonable, nor is it necessary. Ecological data often have missing data
points, yet the remaining parts of the time series can still be very informative and can be
used to fit statistical models.

Response: We have added ‘variable’ to independent and dependent where necessary. We
have changed ‘dataset’ to ‘data set’ throughout the document. We have fixed the Appendix
reference. As described above (in response to comment 25) we have clarified the text
regarding how missing data were handled.

40. Page 143 - What are the D-L series? You were not even clear earlier in this
paragraph whether the "A-series, B-series, and C-series of model sets" refer to the
bulleted list of A, B, and C just above this paragraph. Despite the attempt by the authors
to describe "model sets", | still am not sure what exactly those refer to, even by the
middle of page 143. You need some concrete examples of statistical models embedded
in the text to define these terms more clearly. It was not until | saw some tables in
Appendix 3 that | began to understand what "model sets" meant.

Response: We now introduce what we mean by ‘model sets’ in the general introduction to
‘multiple regression’. We have expanded the detailed ‘model set’ section to describe the D-
L series as well as the A-C series. In addition, we have changed the bulleted list to read A-
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series, B-series, etc. to clarify that these bullets are what the text is referring to. We have
now embedded statistical models explicitly in the ‘model structure’ section.

41. Even Table A3.5-1 adds to the confusion given the (perhaps mis-formatted) heading
of "Model [spaces] set" with "group” below it. That table requires a more extensive
caption to explain the symbols. For instance, what is "w/in Inc-Lak" on row D? What do
"yes" and "no" mean and how does the latter differ from "N/A"? The entries in this table
are also formatted poorly.

Response: We have reformatted the table to avoid the awkward gaps. In addition we have
replaced the short hand in the tables with expanded text. We have also updated the table
caption to clarify what yes/no indicate in the table.

42. "Timeseries", "lifehistory" (and "lifestages" and "broodyears" elsewhere) should
each be split into two words, and "principle components" should read "principal
components". | will not mention any more of these basic spelling errors; they should all
be fixed with a thorough editing.

Response: These terms have been split into two words throughout the document. The
exception is cases where “BroodYear” is used to name the field in the database that
contains data on the brood year. The misspelling of “principal components” has been
corrected.

43. Page 146 - Was the following step applied to data sets for all predators and all
alternative prey? "...we took each dataset individually and generated a new quantile
based dataset..."

Response: No, it was not applied to the marine mammal data. We have added a table to
Appendix 3 that describes each of the predator/alternative prey data sets we received along
with: the hypothesized effect on sockeye (mechanism and life stage), and a description of
the data reduction if it occurred.

44. In the "Model structure" section, you have to provide some example equations
(including the assumed error structure) for technically-trained readers to clarify what
exactly you are doing. This lack of information is really frustrating. The equations are not
clear, contrary to what you say here: "Table A3.5-2 illustrates the process we used to
document the model structure for each model set".

Response: We have added an equation to the model structure section to explicitly illustrate
what models we fit. We have also expanded the heading for Table A3.5-2 to clarify how to
read the candidate models from this table.

45. The second column heading in Table A3.5-2 should read "Independent variable".
The caption for this table is quite inadequate. What do the 0s and 1s in the columns M1
through M10 indicate? | use mixed-effects models myself, so | would assume that they
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refer to some variable being included in the particular equation for a particular row, but
which variables those refer to are not shown or stated in the text -- a major oversight!

Response: We have substantially updated the Table A3.5-2 heading to clarify the
information contained in the table. It may have been confusing because models are usually
specified in rows, but we have used columns M1-M10 to represent the different models.

46. Pages 149-150 - | am not sure how useful the description of these potential future
analyses will be to readers. Furthermore, the wording of some of them is confusing
because it implies that the authors of this report did in fact use that method. For
instance, the second sentence under the heading "Structural equation modeling (SEM)"
says "In this analysis, we first specify a set of structural equations based on..." yet at the
end of the paragraph it states that the authors did not use SEM. In the section on
Mantel's test, why not cite the Mueter et al. paper in the normal manner?

Response: Yes, we agree. We have added a short summary table at the front of Appendix 3
to list the different approaches we considered and those that were ultimately recommended
/ completed based on expert feedback and the Nov. 30 / Dec. 1 workshop. We have kept a
section on potential analyses, but limited this to approaches that were highly recommended
but not completed as part of this project, as well as ideas that were raised by the peer
reviewers of this project.

47. Overall, this Appendix 3 was written very poorly. It should be revised in the format of
a methods section of a journal paper so that readers with statistical background can
understand what the authors did and evaluate its appropriateness.

Response: We had very little time to complete quantitative analyses prior to submission of
the draft report, and focused all of that time on the analyses themselves rather than the
description of methods. Appendix 3 has now been substantially re-written to improve the
overall presentation and provide sufficient detail for readers with statistical background,
while still ensuring that important concepts can be understood by all readers.

Specific comments on Appendix 4

48. The sequential numbering for Figure A3-2 is out of order with the surrounding
figures. The spelling of "E.Stewart" in the figure caption should be Early Stuart. Also,
give the P value to justify "... significant decline..."

Response: We have corrected the figure numbering in this section and written out stock
names in full where appropriate.

49. Why are these four plots the only ones shown for the slope and change-point
analyses? There is no explanation.
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Response: This is a fair question. We selected several example figures to illustrate cases
when either the hockey stick model or straight line model fit better, but rather than
showing the full diagnostic figures for both models and all stocks we summarized the rest
of the results in a table to save space. We have decided to remove all of the diagnostic
figures from Appendix 4 and simply present the table of results. We still include an
example of the diagnostic figures that were generated for each stock in the methods section
(Appendix 3)

50. The Tables A4-2 (there are mistakenly two of them) show the statistics and "recent
trend", although the latter refers to the trend over the entire time series.

Response: We have corrected the table numbering in this section.

51. The two darkest colored lines in Figures A4-5 and A4-6 are not distinguishable. This
should be fixed, especially in Figure A4-5 where it matters most.

Response: We have redrawn the figures using dashed lines for two of the time-periods to
clarify the difference between lines.

52. Captions of Figures A4-7 through A4-10 should define the R/S series as black solid
dots and lines.

Response: Corrected as suggested.
53. Page 163 - You now have yet a third Table A4-2!
Response: All tables have been re-numbered.

54. Page 163 - Finally, we get to see what "model set" means. However, it is still
incomplete. Where does the reader find which 6 stressors were used for model M3, for
example, let alone all the other models? There should be a table similar to Table A4-5
on page 168 for each model set. Also, there is no statement about why the particular
model sets were chosen to be provided on pages 163 onward. Are these only examples
or were they your only analyses?

Response: Yes, we agree. We have added tables to explicitly list the variables included in
each model. The analyses presented represent all of the analyses that were completed. We
have added a paragraph to the methods in Appendix 3 to describe why we selected the
model] sets we did.

55. Pages 163-170 are written very poorly. Results should be presented in a manner
similar to that of a journal article. At present, some paragraphs describe results without
referring to the supporting information in tables that | finally ran across later (parameter
estimates, AIC values, etc.). At the end of the first sentence where results are reported,
you should include a concise reference to the appropriate table (e.g., "Results show that
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... (Table xx)". Structures of these sections also differ unnecessarily among model sets,
as do headings of tables and model names.

Response: References to results have been added in the main text as recommended. We
have improved the consistency of the different sections describing results.

56. Table A4-3 does not specify which variables were included in several cases, but
instead uses general labels such as water quality variables, bird predators, fish
predators, etc.

Response: We have generated consistent tables that explicitly describe all variables for all
model] sets.

57. Reduce the number of decimal places in tables. Provide standard journal-type table
captions to clearly define each column heading and other symbols.

Response: We have reduced the number of decimal places used in the results tables. We
have revised the table captions to clearly explain each column heading and any symbols
used.

58. In Table A4-14, what does "Correction" refer to? You should be using the AIC
formula (i.e., the one corrected for small sample size) instead of the one for AIC. The
former equals the latter if sample size is large enough.

Response: We used the AICc in our model selection however, we have also reported both
the raw AIC and the correction in the table (AICc=AIC+correction), this was simply to
illustrate the impact of the relatively large number of parameters to observations. We have
clarified this in the table captions.

59. The sentence near the top of page 167 does not appear justified: "This appears to
provide some additional confirmation that organizing the qualitative synthesis and
evaluation of evidence by lifestage was indeed justified." Just because results are
different for the analysis organized by life stage from the one set up by Cohen
Commission project does not necessarily mean that the first rank ordering of models is
more valid; it only says that they are different.

Response: We have removed this sentence, both from this location and where a similar
statement was made in the main body.

60. Page 167 - Here is good example of why one of my earlier comments is important.
Model 8 turns out to be best (lowest AIC in Table A4-22), yet Table A4-4 does not
specify which temperature measure is used in the Strait of Georgia (when and where).
Several options were described previously, so the variable that was used is not obvious.

Response: Yes, we agree. We have added tables to explicitly list the variables included in
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each model.

61. Add "C4a" to the sentence just after the end of Table A4-5 to read "in the previous
model set (C4a), ..."

Response: Done.

62. An important new result, which should be highlighted more here and in the main
text, is the one on page 168: "... they indicate that the QCS models have greater
explanatory value than SoG models for Fraser River sockeye salmon productivity during
1980-2004." This result alters the conclusion from the Peterman et al. (2010) report
from the June 2010 PSC workshop and is legitimate because of new data and analyses
not seen at that workshop.

Response: This result has now been emphasized in both Appendix 4 and the main report
(section 4.4).

63. The wordings of these sections on results of model sets really need a lot of
polishing. You don't even put the tables describing models in the same order as the
tables of parameter estimates and fitting statistics (e.g., C1a QCS and C1a SoG).

Response: We have ordered the results tables more carefully and embedded the tables with
estimates and AIC weights in each section to make it easier to read.

64. Page 170 - Replace SST with SSS in the line: " This suggests that SST is an
uninformative parameter..."

Response: This section has been rewritten.

65. Page 170 - The paragraph of results starting with "Within the SoG model set,
chlorophyll does not appear to be..." does not correspond at all with results shown in
Table A4-16 (Model fit information for model set C1a, Georgia Strait). Either the table is
completely wrong or the text refers to another table that is not shown.

Response: This paragraph has been reorganized so that the writing and results are clearer.
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Report Title: Fraser River sockeye salmon: data synthesis and cumulative impacts
Reviewer Name: Sean Cox
Date: 18 March 2011

1. Identify the strengths and weaknesses of this report.

Strengths

The database is the primary strength of this report. The project seems to have created
an efficient way to organize and store a wide range of data, meta-data, and
documentation. Development of such databases will undoubtedly be critical to future
salmon research.

Response: Once data are made available from the Cohen Commission, we hope that many
researchers working on salmon populations can expand and apply this database using a
number of diverse analytical approaches, and have expanded section 5.2.2 to include this
recommendation. We note however that there are some serious limitations to the types of
indicators available for various stressors, in terms of their specificity for various stressors,
as well as spatial and temporal coverage. We have also included discussion on future types
of analyses that may be valuable to conduct with these data.

The report examines a wide range of potential factors that might explain changes in
sockeye salmon productivity. The assemblage of data and analyses for sockeye
populations spread throughout the Pacific northwest represents a meta-analytic
approach that is more powerful than analyses on single stocks.

This Project 6 report is heavily based on other reports, so it is difficult to identify unique
strengths.

Weaknesses

This report attempted to synthesise a vast amount of information in a short period of
time. Like any report/paper that attempts a broad review and synthesis, it sometimes
struggles to draw conclusions and recommendations that are unique compared to the
source reports. Many of the critical comments below are probably a reflection of an
outsider’s view of this struggle.

The conceptual model developed in this report does not live up to its intended
purpose; that is, to "organize complex relationships among factors". What is described
as a conceptual model is really just a life-history sequence connected to a list of
potential explanatory "factors" in a linear way. There are no feedbacks or even basic
directional effects indicated (i.e., "+", "-", or "+/-") for any of the factors, possibly
because all of the factors are assumed to have negative impacts only. It is common
scientific knowledge that salmon recruitment is based on survival through a series of
density-dependent life stages — so a negative effect in one stage can be compensated
by a positive effect in a subsequent stage. Where is this basic feature represented in
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the conceptual model?

Response: Our conceptual model (Figure 3.3.-1) is meant to provide an overview of the
potential interactions amongst purported stressors to a broad set of audiences for this
report, that include (in order of priority): Judge Cohen, Commission staff, Commission
participants, the public, and scientists. At the Nov. 30 to Dec. 1 workshop, a similar draft
conceptual model was presented — all of the participants who provided feedback suggested
that this model was already too complex for the target audiences (as noted in Appendix 6).
We nevertheless decided to maintain that level of complexity in this report to illustrate the
factors potentially affecting each life history stage, as discussed within the Cohen
Commission technical reports. We believe that adding more complexity to Figure 3.3-1 as
suggested (i.e., feedback loops, +, -, +/- along each arrow), while very helpful for building a
quantitative model, would be inappropriate for the intended purposes and audience. We
have however updated the caption on Figure 3.3-1, and redrafted Figure 2.3-1 to reflect the
important processes you describe.

The linear, correlative approach taken in the report has failed to explain much in the
way of salmon population dynamics despite decades of work. In fact, prominent
scientists have doubted our ability to link recruitment to environmental factors for more
than two decades. Myers (1998), for example, raised such concern based on dismal
performance of correlations in his re-analysis of over 50 recruitment-environment
correlations: "The utility of spending large amounts of public research funding to
establish predictions of recruitment based upon environmental indices should therefore
be questioned (Walters and Collie 1998; Walters 1989)". It appears that these
influential works in fisheries science were not consulted at all for this report even though
the core topics are the same.

Response: It isn’t clear from these comments whether you are referring to our qualitative
syntheses of evidence, our quantitative data analyses, or both. We’ll address each in turn.

Qualitative syntheses of evidence. Thank you for reminding us of these papers (Walters and
Collie 1988, Walters 1989, Myers 1998), and the very real constraints on predicting
recruitment of fish populations. These will be useful to work into the introductory
paragraph to section 3.1. All three of these papers are focused on the difficulties of
predicting recruitment of fish populations for the purposes of fisheries management,
including the lack of persistence of environment-recruitment correlations. We agree with
these authors’ conclusions and indeed emphasized these very challenges in section 3.1,
where we noted the inaccuracy of pre-season predictions of sockeye returns (as evaluated
by English et al. 2011). However, our qualitative synthesis is not focused on predicting
future recruitment; it is a retrospective ecological risk assessment or RERA. As we note in
section 3.3.5 when describing our RERA approach: “Because this method is an inherently
retrospective form of analysis, the results cannot be used to make future predictions.” Our
RERA approach seeks to reduce the likelihood of factors which show weak evidence of
exposure, and weak / no correlations with observed patterns of changing sockeye
productivity; we are not attempting to predict recruitment with those covariates which
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show stronger correlations. Hence, while the caveats you raise are important reminders
(and have now been added to section 5.2.2 as well as section 3.3.5), they are not a legitimate
criticism of our explicitly retrospective approach.

Quantitative analyses. We acknowledge that there are many non-linear and other
approaches which could also be applied to our database, but did not have enough time to
apply them. As indicated above, both Appendix 4 and section 5.2.2 now mention alternative
approaches. Our broad, multi-population analyses actually followed several of the
recommendations of Myers (1998, pg. 297 “How can research be improved”), including his
first recommendation:
“Test general hypotheses. By examining many populations at once, it should be
possible to detect general patterns. For example, the sign of the correlation between
environmental factors corresponds to that predicted at the limit of the range, i.e., at
the colder limit of a species range one would expect a positive relationship with
temperature, and a negative one at the warmer limit of the range”.

The analysis of 64 stocks by Peterman and Dorner is consistent with this principle; we did
not however have sufficient data on environmental covariates to include non-Fraser
sockeye stocks in our retrospective quantitative analyses.

2. Evaluate the interpretation of the available data, and the validity of any derived
conclusions. Overall, does the report represent the best scientific interpretation
of the available data?

It is difficult to determine the validity of the quantitative analyses because there is limited
information presented on the alternative model fits. In particular, | did not find any
indication of how much variation in salmon productivity is explained by the alternative
models (i.e., R? values).

Response: As we were implementing the analyses we focused on reporting AIC’s for the
purpose of model comparison as we were only thinking about relative performance of
different models rather than absolute performance of individual models. In hindsight we
should have written the code to extract all of the relevant information so that we could also
have reported R? values. Given that our analysis was retrospective and we were not trying
to generate a predictive model (so the omission is less serious), as well as the limited time
we had to respond to reviewers feedback we have not generated R’ values.

As stated in the report, the multiple regression analyses are "constrained by the
smallest independent datasets" because of the AlC-based hypothesis-testing approach
that was taken. I'm a bit surprised that a Bayesian estimation approach was not
considered — such an approach would provide the necessary "weight of evidence" in the
form of a probability distribution on parameters associated with each factor rather than
the AIC "in/out" result. Bayesian methods are also well-suited to dealing with multiple
datasets of varying quality, as well as possible spatial and temporal autocorrelation in
time-series.
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Response: As discussed above, we did not have time to implement such approaches, though
we have now expanded our description of alternative modelling approaches in Appendix 3.
We agree with the reviewer that simple in/out selection criteria to identify the so called
‘best’ model is not a good approach. We used a weight of evidence or support approach to
interpret the alternative candidate models rather than simply presenting the ‘best’ model
and assuming this was correct.

Most interpretations in this report are re-statements of conclusions/observations drawn
in other reports. However, here are two examples from this report of incorrect
interpretations of stock dynamics that make me doubt their "best" scientific
interpretations:

a. On page 39, that authors incorrectly state that cyclic variation in abundance is a
condition for delayed-density-dependence. In fact, cyclic variation is one potential result
of a delayed-density-dependent process, and not all delayed-density-dependent
processes show cyclic variation in abundance.

Response: This is a helpful clarification. Peterman and Dorner (pers. comm.) confirm that
delayed density-dependence doesn't necessarily have to lead to a cyclic dominance pattern.
It all depends on whether the mechanisms involved combine with life history traits in a way
that generates and maintains a persistent cycle. The absence of regular wide-ranging
fluctuations makes it less likely that delayed density dependence plays a strong role, but
doesn't completely preclude the possibility that it is having an impact. We have rephrased
this part of our report to say:
Peterman et al. (2010; Section 4.7) noted that stocks outside of the Fraser Basin
usually do not have such strong and regular fluctuations in abundance; they
therefore concluded that delayed density dependence was not a likely mechanism
for observed declines in non-Fraser sockeye stocks.

b. Trends in stock productivity are incorrectly described in Appendix 4 figure captions.
Declining In(R/S) over time does not indicate that a "stock has been in decline" (Figure
A4-3) or that there is "a non-zero trend in the L. Shuswap stock" (Figure A4-4), and so
on. This is pretty basic knowledge that will confuse readers who are looking for
declining trends in stock abundance — these are actually trends in indices of stock
productivity. In some cases, the actual stock abundance has been increasing.

Response: The errors in the figure captions for Figures A4-3 and A4-4 were oversights, and
have been corrected. However, we have decided to summarize these results in tabular
format rather than figures, so the original figures have been removed.

3. Are there additional quantitative or qualitative ways to evaluate the subject
area not considered in this report? How could the analysis be improved?

As noted above, a Bayesian approach would allow most, if not all, the data to be utilized
more in characterizing, and possibly explaining, the shared productivity patterns among
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Fraser and non-Fraser sockeye populations. Hierarchical Bayesian methods are
increasingly common in applied fisheries science, and this particular case would seem
to benefit from information-sharing among multiple stocks.

Response: As discussed above, we did not have time to implement such approaches, though
we have now expanded our description of alternative modelling approaches.

| expected this report on cumulative effects to provide a "systems" view of sockeye
salmon dynamics. That is, factors affecting sockeye dynamics do not necessarily
operate independently, unidirectionally (i.e., all arrows point to only sockeye), and
linearly. Sockeye salmon populations influence, and are influenced by, many potential
feedbacks within freshwater, river, and oceanic ecosystems.

Response: We agree, and our conceptual model (while not representing all interactions for
reasons stated above) do show various interactions amongst factors. However, our terms of
reference (Appendix 1) as well as those of the Cohen Commission
(http://www.cohencommission.ca/en/TermsOfReference.php) are explicitly sockeye-centric,
rather than ecosystem-centric. Therefore, we have been more focused on how various
ecosystem stressors affect sockeye, rather than the reverse effects (how sockeye affect
ecosystems). To provide a more “systems” view, we’ve added some text under the
discussions of Plausible Mechanisms (e.g., in Section 4.2.1, we note that declining
abundances of sockeye result in less nutrients being transferred from marine to freshwater
ecosystems, with potential negative effects on both subsequent generations of sockeye and
other ecosystem components). In section 4.4.1, we discuss various ecosystem processes
affecting the degree of predation on sockeye in inshore areas. As discussed above, we have
mentioned feedbacks in Figures 3.3.1 and 2.3.1.

This may reflect my ignorance, but has any research been done to determine whether
the observed pattern in productivity is an expected result of Ricker-type stock-recruit
dynamics? Are sockeye populations over-shooting some capacity limits and therefore
showing natural signs of suppressed productivity? The abundances of sockeye during
the 1990s and early 2000s were very high all over the northeast Pacific (including
Alaska), which may have lead to covariation in ocean growth and survival over broad
spatial scales. | am not aware of recent research examining among-stock density-
dependence in ocean survival of sockeye, even though it might be possible. Scientists
have argued for decades that massive enhancement of Japanese chum salmon
suppresses growth of North American chum salmon, so | wonder why similar arguments
have not been explored for sockeye.

Response: The regression models we applied included Ricker-model representations of
density dependence for each stock. Ruggerone et al. (2010) have an excellent summary of
trends in wild and hatchery salmon populations, and note that hatchery-raised chum form
62% of the combined total wild and hatchery salmon abundance. They also discuss the
potential for a ‘“tragedy of the commons” effect in the North Pacific. Our analyses of the
effects of pink salmon abundance reflect potential competitive impacts of wild plus
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hatchery pinks on sockeye. Consistent with the need to have more of a systems view, we
have included a discussion of these effects in section 4.4.1.

There is practically no consideration of the uncertainty in any of the quantitative
analyses. Yet, the paper makes some rather sweeping recommendations about the
types of research that are needed to better understand (and manage) Fraser River
sockeye. | don't see how these recommendations can be made in the absence of
knowledge about the potential information/value gains from research.

Response: Model selection uncertainty has been considered. We are only looking at
interpretive value retrospectively, not attempting to make predictions prospectively, so we
did not focus on predictive uncertainty.

Our recommendations for research and monitoring are largely drawn from the qualitative
analyses and work in Commission technical reports, rather than from our own quantitative
analyses. We have listed several questions in section 5.2.2 which specifically address the
potential information value gains from research, and highlight the need for further
prioritization to select the most cost-effective activities.

4. Are the recommendations provided in this report supportable? Do you have
any further recommendations to add?

The recommendations are mainly a summary of possible areas for future research that
could be done, prioritized according to explanatory importance and relevance to
management. It is hard to disagree with most of the recommendations because the list
covers just about every aspect of sockeye life history and fisheries. Clearly, some
thought needs to be put into how to further prioritize and reduce such a list.

| recommend a comprehensive assessment of what research should be done given
limited resources.

Response: We agree. That is why we discussed 4 prioritization questions in section 5.2.2.

5. What information, if any, should be collected in the future to improve our
understanding of this subject area?

Proposing new information to be collected does not seem to be a reasonable request at
this point. I've spent two days (+) reviewing this report, whereas the authors of this and
supporting reports have spent weeks assembling information on the topic. What | do
suggest is a small, informal working group tasked with thinking about sockeye salmon
dynamics from alternative perspectives than the default correlative viewpoint. This
group might generate new insights about key processes and information needs.

Response: We agree. The reviewer’s suggestion would be an excellent ‘“next step”. The data
that has been collected from the Cohen Commission technical projects are now available in
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a single database for other researchers and scientists to use. These data could be examined
using many other analytical techniques. In Appendix 3 (summary in section 5.2.2), we have
suggested some further methods that might yield interesting results. Such a working group
would be able to expand that list further and decide to prioritize those expected to provide
the most benefit. Furthermore, we have relied on the contractors of other projects to
forward the most appropriate data sets but have not actively searched for additional data.
However, this working group may also be able to improve upon the database by identifying
gaps for particular stressors or life stages where some data is known to exist but was not
available within the Cohen Commission technical reports.

6. Please provide any specific comments for the authors.

Overall, there needs to be a major clean up of the text to make it more readable.
Please fix ambiguous references, especially beginning sentences (i.e., search for "this",
"these", "It", "It's"), over-use and misuse of "it's", apparently random use of jtalic and
bold fonts, incorrect use of "which" vs "that", useless jargon (e.g., what is a "focal"
VEC?), etc.

Response: The text has been corrected as suggested.

We recognize that the draft report contained an over usage of contractions and that such
language is not appropriate for scientific writing — all such words have been replaced. To
the extent possible, we have examined the usage of ‘“which” vs. “that” throughout the
document and corrected it where necessary.

The second paragraph of the Executive Summary leaves the reader hanging with "This
is the pattern that we seek to explain", and then no pattern is actually described.
Presumably, the authors mean the patterns described in the two referenced papers and
the text that follows on the next page. Please move that text to the second paragraph
where it belongs.

Response: The text has been corrected as suggested.

Another sentence "Major data gaps led us to the outcome that no conclusion was
possible". Hopefully, the authors meant to include the phrase "In some cases", just
before "Major".

Response: The text has been corrected as suggested.

P2, par3: the last sentence does not seem accurate. The statement of work did not
describe any intent to guide "management strategies".

Response: The text has been corrected as suggested.

Statements like: "None of the factors considered for Stage 2 are likely to have shown a
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sudden worsening in 2007..." should be re-worded to, e.g., "None of the factors
considered for Stage 2 are likely to have been much worse in 2007...or much better in
2008..."

Response: The text has been corrected as suggested.

P6, pari: The text "...CEA should be focused on VECs rather than projects..." needs to
be reworded because the meaning is not clear until the whole paragraph is finished. |
think the authors mean that the VECs should be the fundamental unit of assessment
rather than projects.

Response: The text has been reworded to improve clarity.

Section 3.1, pari: This paragraph is nonsense and should be deleted. It is a convenient,
yet distracting story cooked up by ecologists who have never actually done rocket
science...usually because that field was too hard for them to get into in the first place.
Please communicate some of the very real issues of complexity (e.g., the Peterman and
Dorner quote) in fisheries ecology if that is the intent.

Response: We believe that the comparison of fisheries science and rocket science is a very
helpful metaphor, given the various audiences for this report. Nevertheless we have made
several modifications, incorporating some of the concerns you’ve raised and the references
that you’ve discussed above. The Cohen Commission defined the target audiences for the
Technical Reports in this order of priority: Judge Cohen, the Cohen Commission scientific
and legal staff, the Cohen Commission participants, concerned members of the public, and
then fellow scientists. This paragraph is not intended to be a rigorous comparison of
fisheries ecology versus rocket science, but merely an illustration of the ‘“‘very real issues of
complexity” the reviewer describes in a manner that is hopefully accessible to all audiences.
The reviewer raises a valid point, that none of the authors (and to our knowledge none of
the reviewers and likely very few other readers) have actually done rocket science — it is a
fair implication that we may not fully grasp exactly how complicated real rocket science is,
but we also believe that many members of our target audiences may also not fully grasp
how complicated real fisheries science is. We have therefore kept the analogy but removed
any claim that fisheries science is more difficult than rocket science.

Section 3.1, par3: the final sentence in this paragraph appears over-stated. Flowery
statements like "forces that have never before been observed" and "...with cascading
influences..." are more appropriate in a TV documentary rather than a serious scientific
investigation. Statements like these are not consistent with the uninformative and/or
weak effects generally found in this report.

Response: The text has been modified so as not to appear overstated.

P57: highlighting "very likely" implies that Peterman's notion of "very likely" is the same
as qualitatively defined in this report, and | doubt that is true.

144




Response: We have removed the italics from the evaluations provided by both Peterman et
al. (2010) and the participants of the Cohen Commission workshop so that such formatting
does not imply that the ratings from those two assessments are identical to the similarly
named ratings reported by us in our qualitative evaluation. We have also added a footnote
to explicitly address the differences between these approaches.

P58: Why are comparisons made among models here when the actual approach is not
described until p777?

Response: We have added a new section (3.3.6) that provides a high-level overview of our
methodology such that readers will be introduced to the approach prior to being shown
any results (i.e. in Section 4.4.5 that the reviewer identifies and in Section 4.7.2) and will not
need to consult the appendices in order to understand the results presented.

The change-point analyses don’t' seem particularly valuable, especially when there is
no substantial synthesis of the results.

Response: We have kept these analyses and expanded upon our justification for including
them and improved the discussion of their results, in both section 4.1 and Appendix 4. We
wanted to explore the commonly quoted statements regarding the productivity of Fraser
River sockeye stock being in decline since approximately 1990. We wanted to have an
objective assessment of when and how strong trends in each of the sockeye stocks were,
hypothesizing that there may be substantial differences among stocks in the timing and
strength of declines in productivity. If there were groups of stocks with similar change-
points, the similarities among those particular stocks might indicate important factors.
These data were also available long before any of the covariate data from the other
technical reports. Other methods of determining the timing of productivity changes are
included in Peterman and Dorner (2011) and McKinnell et al. (2011); different analytical
approaches generate somewhat different results, but the overall conclusions are similar.

P63: This report seems to overuse terms like "striking" and "dramatic".
Response: Those terms have been removed.

Figure 4.5-2 (this figure has no labels): if this is a time-series, then the points should be
connected by a line. That way, inter-annual variability is easier to see.

Response: This graph was extracted as an image from the publication cited. We were not
able to acquire the underlying data before submitting the draft report and therefore it was
presented in its original form. We have since acquired the raw data, updated to 2010. We
have now graphed the same data without a trend line but including labels for the axes. This
figure is a time-series, but these data should not be connected by a line because the variable
represents a discrete annual event (i.e. return migration). Representing these data with a
line graph would incorrectly imply this is a continuous measure for which values between
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annual data points can be interpolated.

Hasn't the total sockeye return been increasing along a similar trend to the diversion
rate? Is it possible that the average diversion rate (~0.4-0.5) was actually typical back
when there were a lot more sockeye around (i.e., prior to Hell's Gate slide), and so this
pattern is a return to normal migration patterns?

Response: We have not attempted to provide any explanation for theses apparent changes.
We simply identify diversion rate and age-type proportions as other potential response
variables that appear to have also experienced changes over recent decades and suggest
that work to increase our understanding of these patterns would likely be beneficial. They
could be responding to the same factors that have been driving changes in productivity, or
similar factors, or completely different factors. The reviewer asks an excellent question to
be explored in further research — are these patterns shifting away from ‘“normal” patterns
or returning toward ‘“normal” patterns in a long recovery following the catastrophic Hell’s
Gate slide in 1913? This question is worth further investigation but the time series available
to us cannot offer any insights for that question.

We have not conducted any quantitative analyses for this question, but offer the following
qualitative observations based only on a visual examination of the data. First, the diversion
rate data appears to indicate a possible shift in the late 1970s to a state of higher diversion
rates on average but with greater variability rather than a gradual increase. The “trend”
line in Figure 4.5-2 was present in the original figure extracted from Levy (2006); since we
only had access to this figure and did not have access to the original data, we were unable
to remove this trend line (but have removed it in this final report). Second, the patterns in
sockeye salmon returns (e.g. Figure 4.1-5 shows total returns by brood year cycle) do not
appear (based on visual inspection) to correspond with the diversion rate pattern. Sockeye
returns were increasing over the 1960s, 1970s, and 1980s (i.e. the pattern starts well before
any notable changes in diversion rate) and have been decreasing since approximately 1990
(i.e. the pattern reverses with no notable change in diversion rates). However, these are
only preliminary qualitative observations and this deserves further quantitative
examination.

P65: it is not clear what the "definitive correlation" compares.

Response: This sentence has been rewritten to be a clearer reflection of the idea it
references.

There is considerable repetition of information/review under Stages 3 and 4: can these
be combined into one section?

Response: We recognize that there is some repetition between these stages. In some cases
the information, analyses and knowledge presented in other technical reports did not, or
was not able to, clearly distinguish between these two marine-based life stages and
therefore similar evidence was available for both stages. We have tried to highlight the
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evidence unique to each life stage. However, we do not feel it would be appropriate to
combine these two stages into one section because there are also cases where not only is the
evidence different between the two stages, but this evidence leads to different conclusions
between stages regarding the likelihood of particular factors. It therefore seems prudent to
maintain this distinction despite the consequence of there being some repetition.

P69: "pre-spawn mortality" is only measured for females, correct?

Response: Yes. From Hinch and Martins (section 2.7): “Pre-spawn mortality is defined as
females that have arrived on spawning grounds but die with most of their eggs retained in
their body.” We have defined this term in our report.

P69: | don't see the point of comparing upriver migrating adults with downriver migrating
smolts here.

Response: We have removed this paragraph.

P70: the report should not bring up the topic of sockeye genetic adaptation to
temperature regimes over thousands of years, and then only talk about the last 60
years.

Response: We have removed the phrase ‘“over thousands of years”.
Does "total summer flows" mean "peak summer flows"?

Response: No. The source of this text was section 1.5.1 from Hinch and Martins (2011),
which reads as follows:
“In the Fraser River, the date for ’5 and %z of the year cumulative flow has been
occurring progressively earlier at the rate of 1.1 and 0.9 days per decade,
respectively, since the 1950s (Foreman et al. 2001). Despite the shift towards an
earlier onset of the spring freshet, there have been no significant changes in fotal
summer flows of the Fraser River (Patterson et al. 2007a).” [italics added]

We have clarified the wording in our report, so that it now reads as follows:
“While there have been no significant changes in the total cumulative flow over the
summer season, more of the cumulative summer flow is arriving earlier in the year.
One measure is the date at which the first half of the cumulative summer flows
occurs, which is happening a day earlier per decade.”

P72: the reference to Figure 4.5-2 should point to Figure 4.6-2
Response: That has been corrected.

P80: remove the last two paragraphs about correlation vs causation. This seems rather
pedantic.
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Response: We have kept these two paragraphs. We feel that it may be valuable to some
audience members. As discussed in Section 1 of this review, this report is intended for
many audiences who will vary in their levels of technical proficiency. The prioritization of
these audiences has also been clearly defined for us (see Section 1).

P158: why are differences in stock composition so "striking"? Isn't that just a result of
the dominant four-year life history? | also don't see an actual comparison of the 2009
and 2010 returns referred to at the bottom of p158.

Response: The reviewer is correct — the differences in stock composition are a result of the
dominant four-year life history. The purpose of these graphs is simply to illustrate that
there are in fact substantial differences in stock composition among the cohorts. This may
be a fairly obvious observation to those with a scientific background in sockeye salmon;
however, based on our observations of media coverage and other public fora it appears
that this difference in stock composition among cohorts is often not recognized. In the
public discourse, the poor 2009 returns are often compared/contrasted with the high 2010
returns (these are the ‘“comparisons” to which we refer), without acknowledging that the
situation is actually more complicated since not only do the two years come from different
generations/cycles, but the composition of each is distinctly different. These graphs show
quite clearly that 2009 vs 2010 is not a simple “apples-to-apples” comparison.

The "Key things we need to know better" seem to include just about everything, and |
somehow doubt that we need to know all of it.

Response: Within each life stage, we limited ourselves to 4-6 key recommendations, selected
from a much longer list. We strongly agree that further prioritization is required, and as
noted in section 5.2.2, have suggested some questions and procedures to help in that
process.
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Report Title: Data Synthesis and Cumulative Impacts
Reviewer Name: Rick Routledge
Date: March 20, 2011

1. Identify the strengths and weaknesses of this report.

e | am generally in agreement with the conclusions of this report. Subject to the
limitations associated with both (i) the scope of the “Statement of Work” and (ii)
weaknesses in the underlying base of knowledge and data, the team has done a
solid job of the task put to them.

e | also concur with the need for substantive caveats on the conclusions that can
be drawn from such a study, though | do recommend that key weaknesses in the
quantitative assessments need to be highlighted more effectively. | also
recommend that there be more qualitative discussion, perhaps with examples
from other situations, of the inherent weaknesses in such approaches to
analyzing the behaviour of complex interactions that encompass such a diverse,
geographically extensive set of ecosystems.

Response: We agree with this recommendation. Section 3.2 already provides several
caveats. We have added some more discussion and caveats to the Executive Summary (end
of Conclusions), the start of section 3.1, Section 4, Appendix 4, and end of Section 5.1. The
limitations of this method have been explicitly described in Appendix 3.

¢ Nonetheless, | have some concerns regarding weaknesses in technical details of
the analyses to which | feel that the team ought to pay more attention — at least
insofar as to give these weaknesses greater prominence in the report. Some of
them are clearly far too complex and time consuming to implement in the limited
time frame of this study.

Response: This feedback is further elaborated upon, and responded to, in Part 6 below.

2. Evaluate the interpretation of the available data, and the validity of any derived
conclusions. Overall, does the report represent the best scientific interpretation
of the available data?

Please see detailed comments in the specific comments to the authors below.

3. Are there additional quantitative or qualitative ways to evaluate the subject
area not considered in this report? How could the analysis be improved?
Please see detailed comments in the specific comments to the authors below.

4. Are the recommendations provided in this report supportable? Do you have
any further recommendations to add?
Please see detailed comments in the specific comments to the authors below.
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5. What information, if any, should be collected in the future to improve our
understanding of this subject area?

In addition to my comments below, | would like to emphasize my concerns over the
weakness of a multiple regression-style statistical assessment of such a potentially
complex phenomenon as the cumulative impact of multiple stressors. Although it can
provide useful hints regarding major potential stressors, it is not an effective tool for
detecting nonlinear relationships and non-additive interactions. The latter weakness
seems particularly critical in an assessment of cumulative impacts.

Response: We agree, and have added text regarding this issue to Appendix 3.
Also, the report correctly highlighted the critical lack of information on pathogens. This
strikes me as a highly important knowledge gap that warrants much immediate

attention.

Response: This feedback is further elaborated upon, and responded to, in Part 6 below.

pecific comments for the authors.
| am generally in agreement with the conclusions of this report. Subject to the limitations
associated with both (i) the scope of the “Statement of Work” and (ii) weaknesses in the
underlying base of knowledge and data, the team has done a solid job of the task put to
them.
| also concur with the need for substantive caveats on the conclusions that can be
drawn from such a study, though | do recommend that key weaknesses in the
quantitative assessments be highlighted more effectively. | also recommend that there
be more qualitative discussion, perhaps with examples from other situations, of the
inherent weaknesses in such approaches to analyzing the behaviour of complex
interactions that encompass such a diverse, geographically extensive set of
ecosystems.
| also have some concerns regarding weaknesses in technical details of the analyses to
which | feel that the team ought to pay more attention — at least insofar as to give these
weaknesses greater prominence in the report. Some of them are clearly far too complex
and time consuming to be addressed in the limited time frame of this study.
Following are more specific comments.
1. The main conclusions to my mind are as follows:
a. That the early marine environment emerges as a major potential source of
the decline in productivity.
b. That the majority of potential factors associated with the freshwater
environment can be rated as unlikely to be major contributors.
c. That pathogens emerge as the most critical knowledge gap.

| view these conclusions as significant, valuable corroboration of widespread
impressions and subjective assessments and opinions. Limitations of the multiple
regression approach notwithstanding, the quantitative analysis lends valuable
credence to these conclusions.
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Response: We have further emphasized the early marine environment in our
recommendations for future work, in both the Executive Summary and Section 5.2.2. We
have further emphasized the importance of the knowledge gap on pathogens, especially in
our recommendations. We believe that we have already placed sufficient emphasis on
Point ‘b’, regarding the freshwater environment.

2. The following key, inherent weaknesses in the multiple regression approach
need to be more solidly described and highlighted.

a. Linearity: By necessity, most of the analyses appear to have assumed that
each factor, on its own, contributes a linear effect. There was an attempt
to consider the so-called hockey stick model with a linear effect kicking in
after a threshold was passed, but this approach is a relatively simplistic
way to address this issue. There is typically inadequate justification for
assuming the presence of a sharp threshold, and data such as in Figure
A3.5-3 are inadequate even for distinguishing between a hockey-stick
model vs. a parabolic relationship let alone identifying the location of a
threshold or the start of a downward trend'”. Additivity: It seems to me
that, when assessing cumulative impacts, the potential for nonlinear and
non-additive interactions is key. The authors address a related issue in
their Figure 2.3-1, but this figure seems to be focused primarily on the
extent to which multiple, minor stressors might accumulate, potentially
over several life stages, but in a sort of additive fashion, to produce a large
impact over the entire fish life cycle. It does not address the potential for
some factor, perhaps a pollutant encountered in the Salish Sea, to
possibly combine with a shortage of food in Queen Charlotte Sound to
produce a devastating impact on marine survival when either of these
factors on its own might not present the fish with a significant challenge.

b. Several candidate explanatory variables are in fact functions over time
(e.g., sea surface salinity or river discharge). The authors sensibly
attempted to use basic background information, such as the timing of the
migration run, to reduce these functions to simple averages over a
reasonable time window. However, in my work on Rivers Inlet sockeye
salmon, | have found that there can be surprising timing anomalies whose
causes are not immediately clear — sometimes even after they have come
to our attention. | would recommend that this potential be highlighted as
well. In addition, though there is insufficient time for the authors to develop
a functional regression analysis, this technique can address these sorts of
issues more definitively.'®

17 Chiu, G. Lockhart, R. and Routledge, R. 2006. Journal of the American Statistical Association, 101::
542-553.

18 Ainsworth, L.M., Routledge, R., and Cao, J. 2011. Functional Data Analysis in Ecosystem Research:
the Decline of Oweekeno Lake Sockeye Salmon and Wannock River Flow. Journal of Agricultural,
Biological, and Ecological Statistics. Available online (DOI: 10.1007/s13253-010-0049-z).
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c. | anticipate that a collection of factors whose impacts were felt through a
combination of time lags on non-additive and nonlinear stress impacts
would be very hard, if not impossible, to detect with this sort of multiple
regression analysis — especially when so little is known about some key
factors like pathogens.

Response: These are all excellent points. We had only limited time to conduct statistical
analyses, and so we chose the simplest approaches. In Appendix 3 and a new section in the
main report (3.3.6), we acknowledge the weaknesses and limitations of our approaches. We
believe that the data limitations (i.e., appropriate covariates reflecting the impact pathways
of concern; sufficient levels of contrast) are at least as serious a problem as the analytical
problems.

To address specific components of the reviewer’s comments:

a) In Section 4.7, we discuss potential cumulative effects over the entire life cycle,
though we also note the difficulty of determining the form (e.g. additive or non-
additive), magnitude, location and timing of such effects. We have also added
further discussion on the potential for other functional forms for the candidate
models (i.e. non-linear covariates, interactions) in our descriptions of the methods.
The description and rationale for the approach we used with the change-point
analyses has also been expanded.

b) We have discussed functional regression analysis in Appendix 3 as a potential
technique to be used in the future.

¢) We agree.

3. These inherent weaknesses notwithstanding, | believe that the authors used
good judgment in applying these techniques. In particular, | support their use of
scientific knowledge and common sense in limiting the candidate factors for the
multiple regression models.

4. | would encourage the authors to provide examples of instances in which the sort
of approach taken here would not have brought fundamental, underlying causes
to light. For example, it seems unlikely that a multiple regression analysis without
appropriate time lags could have drawn anyone’s attention to the key
phenomenon of bioaccumulation in the early days of research on ecological
impacts of DDT.

Response: This is a good example, which we will incorporate into our discussion of the
limitations of our analyses (in Appendix 3). Other mechanisms which could cause linear
regressions to miss important ecosystem linkages include non-linear relationships between
ecosystem productivity, sockeye abundance and predation (Christensen and Trites 2011,
pgs. 13, 76), as well as non-linear threshold effects from contaminants (MacDonald et al.
2011).
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5. | would also encourage the authors to address some of the concerns regarding
pathogens that have emerged in recent Commission hearings. Although they did
indeed identify that the information base on pathogens was too weak for their
analyses, | believe that it is important that the potential for pathogens to explain
much of the recent decline in productivity be highlighted. There are many
examples of pathogens playing a major role in population declines — the bubonic
plague being perhaps the most famous. This is an important weakness in our
current knowledge base that, in my assessment, deserves a very high profile.

Response: We agree. We have emphasized this critical knowledge gap in numerous places.
In our recommendations (as well as in other parts of the report), we have emphasized the
need to address the lack of knowledge regarding pathogens. We have reviewed the
relevant sections of the transcripts from Scott Hinch’s testimony on the topic of climate
change at the Cohen Commission, where he discusses the potential association between
diseases and en route mortality; however, the actual topic of disease will not be heard until
August.

6. It might also be useful for the report to highlight, where feasible, missing
contrasts that might shed light on the causes of the productivity decline. | note, in
particular, that the report pays limited attention to Harrison sockeye salmon, and
does not give the determination of the early-marine migration route for this
population an elevated priority in the list of recommendations. | anticipate that
this population could provide an unusually valuable contrast given the divergent
trend in the Harrison population vs. others. Also, basic knowledge of the
migration routes and timing of other populations such as sockeye salmon that
spawn on the Central Coast and on the west coast of Vancouver Island, along
with selected populations of other salmon species, could play a key role in sifting
through potential causes of the decline in Fraser River sockeye salmon. | would
encourage the authors to give such matters a higher profile in their
recommendations.

Response: This is a good point. We do discuss the Harrison stock in sections 4.3.2, 4.3.3 and
4.4.7. We agree that it makes sense to elevate the priority of understanding the migration
routes of Harrison sockeye (#13 in Table 5.2-1), as contrasts in their exposure to various
stressors may be most informative, given their relatively strong productivity during the last
two decades.

7. Personally, | would not place as high a priority on some of the highlighted
recommendations, and would add some others. Here are some detailed
suggestions.

a. Parental spawning...: | agree with the low rating for recommendations 1
and3, but would recommend more thorough monitoring of smaller
conservation units.

b. Juvenile rearing...: Although the highlighted recommendations are not
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without merit, | would not give these as high a priority as other
recommendations associated with what have been identified as more
likely sources of problems.

c. Downstream migration to estuary: Given recent concerns about
disease and emerging evidence of high mortality rates during the
migration down the estuary and through the passage inside Vancouver
Island, | would be inclined to elevate the priority for these
recommendations.

d. Inshore migration: | would recommend a high priority for all of these
recommendations, including #13 on Harrison sockeye given the key
contrast that they seem capable of providing.

e. Growth in North Pacific ...: | agree that estimates of returns, etc.,
continue to be important. Also, estimating abundance of arrivals at the
Gulf of Alaska seems likely to me to be very challenging and expensive,
and hence | agree that this should not be awarded a high priority.
Assessment of ocean conditions seems to be very important though,
especially in light of the circumstantial nature of the evidence associated
with the potential role of the volcanic eruption in contributing to the strong
2010 returns. The uncertainty over the ecosystem consequences of the
anomalously large phytoplankton production that it produced underscores
in my mind the importance of improving our collective understanding of
this ecosystem.

f. Migration back to spawning: | agree with the priority assignments to
these recommendations.

Responses: All of our prioritization suggestions are preliminary, and will need to be
reviewed by a well-informed panel of scientists and managers. Our responses to your
recommendations are as follows (same lettering):

a. We agree, and have increased the priority of recommendation 2, though as
for recommendation 1 we would only do this for a strategically selected
subset of smaller CUs.

b. We partly agree, and have reduced the priority of recommendation 5
(conditions in rearing lakes). However, we have maintained the high priority
of recommendation 4 (smolt estimates) as we believe that it’s essential to first
determine the life history stages with higher levels of mortality, and then to
seek the causes of such mortality. We recognize that for stocks with a history
of fry estimates only, it will be essential to continue these time series.

¢. For reasons mentioned under b, we have increased the priority of
recommendation 7 (smolt survival rates), but left recommendation 8 (size
and health of smolts) to be contingent upon the observation of poor lake to
estuary smolt survival.

d. We agree, as mentioned above.

e. We believe that with the other measurements of sockeye abundance at
various life stages, it should be possible to determine if there are unexpected
changes in survival during the growth of adults in the Pacific. Then if such
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events occur, it should be possible through strategic alliances with other
agencies (e.g., NOAA, ADFG) to collect information on potential explanatory
variables. We therefore have maintained oceanographic information for the
Gulf of Alaska at its current level of priority.
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Report Title: 6. Data Synthesis and Cumulative Impacts
Reviewer Name: John D. Reynolds, Simon Fraser University
Date: 1 April 2011

1. Identify the strengths and weaknesses of this report.

Strengths: well-organized, clear framework, integration of information from a large
number of other technical reports as well as the workshop, compilation of large
database from those reports, new quantitative analyses from that database.

Thank you.
Weaknesses: apparent lack of consistency about what is meant by “productivity”, need
for impacts of potential stressors to be combined more clearly into a more “cumulative”

synthesis.

Response: We have defined productivity in both the Executive Summary and Introduction,
and have added further discussion of cumulative impacts over the life cycle in Section 4.7.

2. Evaluate the interpretation of the available data, and the validity of any derived
conclusions. Overall, does the report represent the best scientific interpretation
of the available data?

The data interpretations seem fine, including the conclusions for impacts on each stage
of the life cycle, summarized in a separate table in each section. | agree with the
interpretations, and with the reasons given.

3. Are there additional quantitative or qualitative ways to evaluate the subject
area not considered in this report? How could the analysis be improved?

The basic analytical framework, based on multiple regressions and information theoretic
methods, seems fine.

4. Are the recommendations provided in this report supportable? Do you have
any further recommendations to add?

Yes, the recommendations seem fine. We could also add more, but the benefits of
further research and analyses beyond those suggested would need to be weighed
carefully against the costs.

Response: We have added further discussion of the criteria and process that should be used
to refine and prioritize our recommendations (in Section 5.2.2).

5. What information, if any, should be collected in the future to improve our
understanding of this subject area?
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| don’t have anything to add beyond what has been recommended.

6. Please provide any specific comments for the authors.

| like the approach of considering the potential cumulative impacts from a life history
perspective of the fish, i.e. following the fish through their life cycle and considering
exposure to each potential impact along the way. It is unfortunate that the Aquaculture
technical report was not available to the authors at the time of writing, and the
Commission should bear that in mind when evaluating these interim conclusions.

Response: We have reiterated this point (i.e. conclusions do not include information on
aquaculture) in each of the relevant sections (i.e. Executive Summary, Coastal migration
life stage (4.4.4, 4.4.5 and 4.4.7), and Conclusions (5.1, 5.2)).

The authors have done a good job of summarizing the information from the other
technical reports, and also compiling data from those reports so that they could do their
own integrative analyses. | agree with their view that the database that they have
compiled could be the first step toward an important long-term resource, and | hope the
Commission will consider recommendations that could lead to further development. |
have always felt that information such as this should be much more accessible, and
perhaps long-term funding could be made available to the Pacific Salmon Commission
or some other organization to take this on.

Response: In response to a comment by Dr. Peterman on the form of such a database, we
have expanded the discussion in Section 5.2.2.

The general analytical approach, involving multiple regressions analyzed within an
information-theoretic framework, seems like the right way to go. | agree with the
authors’ logic in using multiple partial analyses rather than attempting one grand
analysis, given missing values in data sets, and the need to account for too many
variables at once. The authors reduced the number of variables through common
sense about which might be informative, as well as through Principal Components
Analysis. They could also have considered using Variance Inflation Factors to test for
multicollinearity as a basis for dropping variables, as an alternative or adjunct to the use
of PCA. But as long as the PCA axes are interpretable, this approach seems fine.

Response: We have substantially improved the clarity of our description of the methods we
used (in a new Section 3.3.6, as well as in Appendix 3).

The conclusion follows the structure of the rest of the report, in breaking up the
analyses by life stage. But | felt that what's missing is a final section putting the life
stages back together, and integrating across all of the possible or likely stressors. In
other words, | would have liked to have seen a final section that fully tackles the
“‘cumulative” in cumulative impacts. This would match the detailed section that was
provided describing what cumulative impacts mean.

157




Response: We have added such a discussion to Section 4.7.

A comment on pagination — it’s confusing to have each section start at page 1. Below |
will refer to the page numbers within each section, followed by the pdf electronic page
number.

Response: We have corrected this pagination issue. The Executive Summary appears first
and is not paginated. The main report (including all appendices except Appendix 6) is
numbered continuously. We have maintained the original page numbering for Appendix 6
(Workshop Report) for consistency since it is a stand-alone report that has also been
released on its own.

P. 4 / pdf 12 of the Executive Summary brings up a question concerning the terms of
reference. “While there are some survival estimates for acoustically tagged smolts,
these data (which in any case only cover a few stocks) were not analyzed by any of the
Cohen Commission technical studies.” The published studies of acoustically tagged
smolts, e.g. smolts from Cultus Lake, are very relevant, even if not analyzed by any of
the technical studies. The Statement of Work in Appendix 1 of this report does clearly
focus on the other reports as the basis for material, and the authors are clear about this
later on (pdf p. 21). However, | think it's a shame to ignore information that has been
published in peer-reviewed journals, just because it slipped through the cracks of the
other technical reports (more on this later). There’s an additional limitation with this
approach, which the authors are too polite to say: some of the technical reports that
they rely on are much weaker than others, and it's a shame to be unable to fill in the
gaps left by some of them.

I’'m not sure what to recommend here. The authors have followed their Statement of
Work and cannot be faulted for taking a clear approach that was doable within their
timeframe. But if there’s room for them to fill gaps left by other reports based on
published literature here and there, | hope they and the Commission will consider this
possibility.

Response: We have indeed focused our efforts on synthesizing results from the Cohen
Commission Technical Reports, according to the Statement of Work, and on results from
the recent PSC workshop on Fraser River sockeye salmon. There was neither sufficient
time nor resources to complete a comprehensive literature review of information beyond
those sources discussed in the Technical Reports. Where reviewers have suggested other
information sources that were not included in the Technical Reports, but may be very
relevant (e.g. the studies of acoustically tagged smolts from Cultus Lake), we have added
references to our report.

p. 5/ pdf 13. “The evidence presented suggests that sockeye salmon in the Strait of
Georgia have little direct exposure to human activities and development, leading to a
conclusion that it is unlikely that these factors have contributed to the decline of Fraser
River sockeye salmon.” | would argue that exposure to salmon farms in the upper Strait
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constitutes an exposure to human activities. These farms have been shown to be
significant sources of sea lice (Price et al. PloS One, 2011) and they are a potential
source of viral pathogens (note my emphasis on the word “potential” due to lack of clear
evidence that I'm aware of). The impacts of exposure to fish farms on population trends
of Fraser sockeye are not clear, but the exposure of wild out-migrating juveniles to
farms is clear. Salmon farms may have been ignored here because the aquaculture
report is still in progress. If the authors agree with my point, that juvenile sockeye are
exposed to a significant human activity in the form of salmon farms, the wording on p.
59 should be changed too, as should the Conclusion.

Response: The reviewer is correct - salmon farms are not currently included in the present
report because the aquaculture report is still in progress. When it is completed we will
write an addendum to our report that qualitatively considers the evidence provided in the
aquaculture report. The reviewer raises a reasonable point regarding exposure to salmon
farms in the upper Strait constituting an exposure to human activities. To avoid implying
that sockeye are not exposed to salmon farms, we have modified the text in both the
Executive Summary and Section 4.5.2 to explicitly clarify that we are only referring to
human activities covered by Technical Report #12 and not to salmon farms.

p. 5/ pdf 13. “It’'s also very likely that marine conditions during the inshore migration life
stage contributed to the poor returns observed in 2009.” | would add that it is also very
likely that improved marine conditions (cooler temperatures and associated food webs?)
contributed to the improved return in 2010.

Response: We’ve added a brief discussion of 2007 vs 2008 (and their implications for
returns in 2009 and 2010) to section 4.4.3, based on McKinnel et al (2011).

p. 5/ pdf 13. | am confused by the paragraph called “Stage 5: Migration back to
Spawn”. The authors say: “...the Fraser sockeye productivity indices already account
for en-route mortality (i.e., recruits = spawners + harvest + en-route mortality).” |
suggest starting with a clear definition of what, exactly, is meant by “productivity”, and
“recruits”. Productivity can defined as the number of returns per spawner, where a
“return” is a fish that comes back to the coast. Further sources of mortality are not
included, such as fishing and en-route mortality in the river. From parts of the rest of
the report, including the use of the SFU Think Tank’s figure on p. 21 (pdf 35), | THINK
the authors and | agree that productivity means what | am calling “returns to the coast”
per spawner. But in other places I'm not so sure. The definition the authors have used
suggested to me, the first few times | read it, that they were INCLUDING survival
through the fishery and en route mortality as part of the definition of “productivity”. That
is also implied by their analyses of Recruits/Spawner later in the report. My question is,
are different metrics being used to represent “productivity”?

Response: We have now clearly and consistently defined productivity in the Executive
Summary, Introduction, and Section 4.1. We have applied the term consistently throughout
the report. Three metrics are explained in Section 4.1, based on Peterman and Dorner
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(2011).

This confusion continues with the logic that since “...the Fraser sockeye productivity
indices already account for en-route mortality (i.e., recruits = spawners + harvest + en-
route mortality)”, “there is no point in examining correlations between en-route mortality
and life cycle or post-juvenile productivity indices within the same generation.” Well, if
“productivity” means “returns to the coast” per spawner, then fishing and en-route
mortality are NOT already accounted for, unless the authors mean that they have
calculated these losses back in. This probably just needs to be re-worded to make it

more clear.
Response: We believe that the definitions mentioned above clarify this issue.

p. 5/19. “If the effects of an individual project are insignificant, it is assumed that the
project’s contribution to potential cumulative effects will also be insignificant and a CEA
will not be required for project approval (Greig 2010b).” Well, maybe, but isn’t the point
of a cumulative effects consideration that insignificant effects can be added or multiplied
together? Admittedly, such effects would be very difficult to detect.

Response: Yes, this is completely true — the cumulative effect of multiple forces/factors that
are themselves insignificant could still be significant due to additive or multiplicative
interactions. The sentence quoted above describes how the concept of “cumulative effects”
is commonly implemented within current practice in the field of environmental impact
assessment in Canada. The wording of this paragraph has also been modified, based on
other feedback, to clarify that this perspective reflects current practice not current
standards. The whole paragraph describes not what ‘“‘cumulative effects” is or should be,
but simply how it is frequently applied. But the subsequent paragraph describes why this
definition is inadequate and falls short of what ‘“cumulative effects” analyses should be
considering. We felt that contrasting very different definitions of cumulative effects would
be a useful way of exploring some of the important ideas underlying this complex concept.
We have expanded on the point raised by the reviewer in the revised section 4.7.

p. 12 / pdf 26. The approach that’s outlined for the cumulative impacts analysis (3.3.1.
Overview) does not, in my opinion, fully capture the “cumulative” nature of the impacts
that are being assessed. That is, the 3 components of the approach could be examined
without any of the considerations that were presented earlier on how cumulative
impacts analyses work — each could be assessed totally independently of the other, at
least the way this is written, and the way that much of the rest of the text is presented.
The summary tables of exposure and likelihood of impacts of each potential stressor
consider each stressor one at a time. | don’t see anything “accumulating” here.

Response: We have added discussions of potential interactions among factors to various
parts of Sections 4.2-4.6, and possible interactions across life history stages to Section 4.7.
We have added some discussion in Section 2.3 to explicitly describe how the cumulative
effects concepts described in Section 2 are integrated into the report. Point 3 in Section
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3.3.1 has been revised to say “Assess the relative likelihood of feasible explanatory factors
and their potential interactions”. We have added some discussion regarding the
consideration of cumulative effects and interactions in our methodological summary
(Section 3.3.6) and Appendix 3 now provides greater discussion on some of the issues with
including interactions in our quantitative analyses (e.g. we cannot assess the interactions
with disease because there are no data available).

p. 19/ pdf 33. | like the conceptual flow diagram.
Response: Thank you for the positive feedback.

p. 43 / pdf 57. 4.3.2 Exposure of Fraser River sockeye to stressors. It would be good to
add a couple sentences reminding readers how the Nelitz et al. index of cumulative
stress works.

Response: Added to Section 4.3.2.

p. 46 / pdf 60. “As discussed above, MacDonald et al. (2011) compared water
contaminant concentrations during the smolt migration period with thresholds
established from laboratory and field studies, and no evidence against the hypothesis
that contaminants encountered by smolts contributed to declining sockeye productivity.”
I’'m not sure what this means: did they find evidence against the hypothesis because of
lack of information, or perhaps evidence for the hypothesis

Response: Thank you for catching this error. The phrase “against the hypothesis” should
be removed.

p. 49-49 / pdf 62-63. It seems odd that sea lice are not mentioned in the section on
potential pathogens. They were mentioned in several places in the Disease report,
though not in much detail.

Response: We limited our discussion of potential pathogens to those that Kent (2011;
Pathogens and Disease) evaluated as being ‘‘high risk”. Kent (2011) ranked the sea lice L.
salmonis and C. clemensi as ‘“moderate risk”. He reports that there are many research
publications (both finding and failing to find support) on the purported link between
salmon farms, sea lice and increases in mortality of wild pink and chum populations. Kent
(2011) further reports that ‘“‘there are reports of L. salmonis infections on sockeye salmon,
but there is not [any] direct indication that the parasite causes significant mortality in this
species”. However, it is not clear whether this conclusion reflects findings based on actual
data or simply reflects an overall lack of appropriate data to test for such a relationship.
When the technical reports on aquaculture are available, an addendum to this report will
be completed to assess the cumulative effects on sockeye including salmon farms.

p. 53 / pdf 67. “For example, if 0.1% of the diet of spiny dogfish was sockeye smolts,
they would consume 14.5 million smolts within the Strait of Georgia (very significant
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predation)...” Well, to say that level is significant requires a back-of-the-envelope
comparison with how many smolts leave the Fraser each year. Otherwise, we can'’t tell
if this is a lot or a few in terms of potential impacts on the populations.

Response: We have modified this sentence. We have added a sentence on the average
number of Chilko smolts to provide some frame of reference.

p. 60 / pdf 74. What’s missing from this section on marine conditions is any mention of
the high returns in 2010. It would be nice to have a discussion of whether the negative
oceanic conditions that are mentioned for Queen Charlotte Sound and the Strait of
Georgia were reversed for the smolts that contributed to the strong 2010 return.

Response: This is addressed above, with respect to your comment on pg. 5/ pdf 13.

p. 63 / pdf 77. Fig. 4.5-1. This figure on the proportion of Early Stuart fish returning as
5 year-olds doesn’t seem to be introduced in the text, though the Fraser temperature
figure is referred to in the text as having this figure number.

Response: There were three paragraphs at the beginning of Section 4.5.2 that were
accidentally removed from the draft submitted, including a paragraph discussing Figure
4.5-1. This oversight has been corrected and the figure is now introduced properly. The
references to the Fraser temperature figure (i.e. Figure 4.6-1) have been corrected.

p. 82 / pdf 96. “Food resources” are listed as a topic that was not covered by the
Commission’s reports. | wonder how that could have happened, and | also raised this
as a concern in my review of the technical report on Lower Fraser and Strait of Georgia.
The final version of that report omitted 2.5 pages of my review, which included this
comment, and the authors did not answer it.

Response: We cannot offer a response to this comment. The issues raised are more
appropriately directed toward the Cohen Commission and the authors of Technical Report
#12, respectively. However, we have discussed some aspects of food resources in various
parts of Section 4.

More generally, the Commission should consider how the items in this table (4.8-1, p.
82) will be dealt with. Perhaps examination of witnesses will suffice, but the
Commission could also consider whether a short report that picks up the items that
have slipped through the cracks would also be helpful, if this could be done within the
tight timeline.

Response: We agree with the reviewer. We thought it was important to at least identify that
there are still further hypotheses and potential factors outside of the set of topics that the
technical reports were commissioned to investigate. We believe it is important for both the
Commission and other audiences to recognize that the set of factors explored by the
technical reports is not an exhaustive list of ALL potential factors but a set of some of the
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most likely contributors to the recent patterns of change observed in Fraser River sockeye
salmon. However, we also acknowledge that Table 4.8-1 is also not an exhaustive list of
other factors.
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Appendix 3. Data and Methods

A3.1 Appendix Outline

This appendix provides a detailed description of the data used and methods applied in the present
report. The subsequent subsections explain:
1) the process of collecting data from the other technical reports, including the data
template and data requirements provided to contractors submitting data;
2) the data that was ultimately received from the other technical reports;
3) the process of compiling and integrating the collected data into a central database and
preparing it for analysis; and,
4) the qualitative and quantitative analysis methods applied in this report.

A3.2 Data Collection

To facilitate the acquisition of the necessary data sets and associated metadata from each
scientific research project, we designed an Excel template and an accompanying set of
guidelines. The Cohen Commission distributed these data templates to all appropriate scientific
contractors in late September, with a deadline of November 1, 2010 for submitting the requested
data, corresponding with the deadline for the submission of project progress reports. The
objective of this template was to collect the necessary data in a consistent format, facilitating a
range of quantitative and qualitative analyses exploring the relative and cumulative impacts of
different stressors on Fraser sockeye productivity. Several project submitted data on November
1, 2010, but by the end of 2011, data had only been received four out of the seven project that
would be submitting data for the cumulative impacts analysis. The outstanding data were a
critical component of the cumulative impacts, representing over 70% of the final set of variables
included. These data were received in mid to late January, forcing a compressed timeline for the
remaining tasks associated with the organization and preparation of data (Section A3.4), the
subsequent analyses of these data (Section A3.5), and the interpretation of the results (Appendix
4).

We recognized from the outset that data limitations would vary in severity by stressor and
particular metric, including limited time spans of data, gaps in the time series, and only
qualitative estimates for some years/metrics/stocks rather than quantitative measurements. The
data template was designed with flexibility to accommodate these potential issues. The data
template user guidelines are included in Appendix 5.
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A3.2.1 Integrative quantitative metrics

Each contractor (excepting projects #6, 7, 10, and 11) was instructed to provide data for a few
integrative metrics (or indices) of the stressors that his or her research group examined. Project
10 (Peterman and Dorner, 2011) was required to provide data; however, as they were providing
the productivity data of each stock to be used as the response variable (i.e. not a covariate or
potential stressor), the following criteria did not apply to their data submission.

It was specified that the metrics provided should adhere to the following guidelines:

¢ Few: Limit submission to 1-5 metrics per contractor. Additional metrics can be added
if justified — i.e., metric represents an important but independent source of variation.

¢ Integrative: Each study will likely have a lot of data. The few integrative metrics
provided to ESSA should synthesize these data. Each contractor is a discipline expert
that will know which variables are most important or how best to integrate data into
integrative metrics.

¢ Independent: Integrative metrics should be chosen to reflect independent sources of
variation (i.e. not be highly correlated with each other).

e Annual: The metrics provided by each contractor need to be provided annually, for
those years where data exist. Each contractor will know the most relevant approach to
summarize intra-annual data into an annual metric (e.g., maximum weekly average
temperature experienced during upstream migration of each stock of Fraser sockeye).

e Stock specific: Provide only one data point per stock per year. The same data point
may apply to multiple stocks; contractors can specify which ones.

Furthermore, each reported metric should be clearly connected with a biologically-supported
hypothesis that emphasizes why this metric is potentially important in explaining patterns in
sockeye productivity over time and/or space. We also asked contractors to consider where their
hypotheses fit within an initial conceptual model that we provided.

Finally, the original data sources and analytical methods would need to be explicitly described to
communicate how each integrative metric was generated. The leaders of each project are
expected to be the experts on how to best integrate stressor-specific data over space and time, but
all users (intermediate and final) must be able trace the steps by which an integrative metric was
generated from its primary sources. The data template therefore asked each contractor to provide
metadata, describing all primary sources and assumptions used to derive the integrative metric.
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A3.2.2 Qualitative assessment data sets

It was anticipated that many important metrics would have a limited data record, with gaps in
both time and space. To overcome these limitations, contractors were asked to supply qualitative
estimates or educated guesses for the entire time period. This would complement the quantitative
data set.

Contractors were required to fill in a second data form with qualitative assessments (5 point
scale) of the same integrative metrics for which they had provided quantitative data, but covering
the entire time period from 1950 to now. This would be based on the expert experience of each
contractor in their respective field, reflecting the contractor’s best guess at the level of a
particular stressor, not the actual impact of that stressor on sockeye productivity. Contractors
were to provide their qualitative ratings independent of the productivity data (i.e. not assigning
ratings based on looking at the productivity data, as that would make the ratings biased and
unusable in the present analyses).

If not possible to distinguish among multiple quantitative metrics in making qualitative
judgments for the entire period of record, contractors were given the discretion to qualitatively
evaluate only a single overarching measure for their particular stressor. For example, the
research group on contaminants could provide an overall estimate of the extent to which water
contamination in general has changed over the past 60 years across Fraser River sockeye
salmon’s habitat range.

A3.3 Summary of Data Received

Table A3.3-1 shows a summary of the data variables ultimately received from each Cohen
Commission scientific project and included in the cumulative impacts database, as described
below. Of the six projects that submitted data sets for potential covariates, only two provided
qualitative data assessments as described above in Section A3.2.2.
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Table A3.3-1. A summary of data sets received from contractors and included in the cumulative impacts database The table shows the variables from each
project, the location to which the data apply, the period of record (although this does not imply that the data series is complete over this time period), the
number of stocks to which the data apply (less than 19 implies there are multiple stock-specific data series for the variable, whereas generally a stock
count of 19 implies that there is only a single data series, which applies to all stocks), and the units of measurement.

Min of Max of
Project Observation Observation Stock Units
Number Project Name Variable Subset Location Year year Count

2 Contaminants CCME Water Quality Index Outmigration /F\ZZZF Watershed - Migration 1947 2010 17 index

2 Contaminants CCME Water Quality Index Rearing /F\ZZZF Watershed - Rearing | 497 2010 10 index

2 Contaminants CCME Water Quality Index Spawning Fraser Watershed - 1970 2010 9 index
Spawning Areas

2 Contaminants CCME Water Quality Index Upstream migration /I:_\::ZZF Watershed - Migration | 4967 2010 19 index

2 Contaminants CCME Water Quality Index - Qualitative | Outmigration Fraser Watershed - Migration ' 1g4g 2010 17 Qualitative
Areas magnitudes

2 Contaminants CCME Water Quality Index - Qualitative ~ Rearing Fraser Watershed - Rearing | 1944 2010 10 Qualitative
Areas magnitudes

2 Contaminants CCME Water Quality Index - Qualitative = Spawning Fraser Watershed - 1948 2010 9 Qualitative
Spawning Areas magnitudes

2 Contaminants CCME Water Quality Index - Qualitative = Upstream migration Fraser Watershed - Migration = 1g4g 2010 19 Qualitative
Areas magnitudes

3 Freshwater ecology Area forest harvested Mainstem spawning areas Fraser Watershed - 1980 2010 12 percent
Spawning Areas

3 Freshwater ecology Area forest harvested Migration corridor /I:_\::ZZF Watershed - Migration | 4gg4 2010 18 percent

3 Freshwater ecology Area forest harvested Nursery lakes /I:-\::ZZF Watershed - Rearing 1980 2010 16 percent

3 Freshwater ecology Area forest harvested Tributary spawning areas Fraser Watershed - 1980 2010 2 percent
Spawning Areas

3 Freshwater ecology Human population density Mainstem spawning areas Fraser Watershed - 1986 2009 12 #km2
Spawning Areas

3 Freshwater ecology Human population density Migration corridor /I:-\::ZZF Watershed - Migration | 4gg¢ 2009 18 #km2

3 Freshwater ecology Human population density Nursery lakes /I:_\::ZZF Watershed - Rearing 1986 2009 18 #km2

" : : : Fraser Watershed -

3 Freshwater ecology Human population density Tributary spawning areas Spawning Areas 1986 2009 14 #/km2

3 Freshwater ecology Lake influence Fraser Watershed - 2009 2009 17 percent
Spawning Areas

3 Freshwater ecology Road density Mainstem spawning areas Fraser Watershed - 2009 2009 13 km/km2
Spawning Areas

3 Freshwater ecology Road density Migration corridor /I:_\::ZZF Watershed - Migration | 5509 2009 18 km/km2

3 Freshwater ecology Road density Nursery lakes Fraser Watershed - Rearing 2009 2009 18 km/km2

Areas
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Min of Max of
Project Observation Observation Stock Units
Number Project Name Variable Subset Location Year year Count

3 Freshwater ecology Road density Tributary spawning areas g;)aasv?;i%afrr::sed B 2009 2009 14 km/km2

3 Freshwater ecology Spring air temperature Z:Zir Watershed - Rearing 1948 2009 18 Degrees Celsius
3 Freshwater ecology Summer air temperature CU set 1 Z:Zir Watershed - Migration 1948 2009 18 Degrees Celsius
3 Freshwater ecology Summer air temperature CU set 2 Z:Zir Watershed - Migration 1948 2009 5 Degrees Celsius
4 Marine ecology Chlorophyll concentration July mean Queen Charlotte Sound 1998 2009 19 ug.”

4 Marine ecology Chlorophyll concentration June mean Queen Charlotte Sound 1998 2009 19 ug.”

4 Marine ecology Chlorophyll concentration May mean Queen Charlotte Sound 1998 2008 19 ug.”

4 Marine ecology Chlorophyll concentration September mean Queen Charlotte Sound 1997 2009 19 ug.”

4 Marine ecology Chlorophyll concentration 30 March - 22 April Queen Charlotte Sound 1998 2009 19 ug.”

4 Marine ecology Chlorophyll concentration April mean Queen Charlotte Sound 1998 2009 19 ug.”

4 Marine ecology Chlorophyll concentration August mean Queen Charlotte Sound 1998 2009 19 ug.”

4 Marine ecology River discharge Klinaklini (Knight Inlet) Queen Charlotte Sound 1977 2008 19 m3/s

4 Marine ecology River discharge Wannock (Rivers Inlet) Queen Charlotte Sound 1929 2009 19 m3/s

4 Marine ecology Sea surface salinity July mean Queen Charlotte Sound 1970 2010 19 PSU

4 Marine ecology Sea surface salinity June mean Queen Charlotte Sound 1970 2010 19 PSU

4 Marine ecology Sea surface salinity May mean Queen Charlotte Sound 1970 2010 19 PSU

4 Marine ecology Sea surface salinity September mean Queen Charlotte Sound 1970 2009 19 PSU

4 Marine ecology Sea surface salinity April mean Queen Charlotte Sound 1970 2010 19 PSU

4 Marine ecology Sea surface salinity August mean Queen Charlotte Sound 1970 2009 19 PSU

4 Marine ecology Sea surface salinity April-Aug average Queen Charlotte Sound 1970 2010 19 PSU

4 Marine ecology Sea surface salinity May-Sept average Queen Charlotte Sound 1970 2010 19 PSU

4 Marine ecology Sea surface temperature July mean Queen Charlotte Sound 1982 2009 19 Degrees Celsius
4 Marine ecology Sea surface temperature July-June difference Queen Charlotte Sound 1982 2009 19 Degrees Celsius
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Min of Max of
Project Observation Observation Stock Units
Number Project Name Variable Subset Location Year year Count

4 Marine ecology Sea surface temperature August mean Queen Charlotte Sound 1982 2009 19 Degrees Celsius

4 Marine ecology Sea surface temperature August-June difference Queen Charlotte Sound 1982 2009 19 Degrees Celsius

4 Marine ecology Sea surface temperature July-Aug average Queen Charlotte Sound 1982 2009 19 Degrees Celsius

4 Marine ecology Summer wind regime FACTOR Queen Charlotte Sound 1948 2009 19 m/s

4 Marine ecology Summer wind regime U-direction Queen Charlotte Sound 1948 2009 19 m/s

4 Marine ecology Summer wind regime V-direction Queen Charlotte Sound 1948 2009 19 m/s

4 Marine ecology North Pacific Index Nov-Mar Average Other North Pacific Ocean 1900 2010 19 Mb

4 Marine ecology North Pacific Index Anomalies Other North Pacific Ocean 1900 2010 19 Mb

8 Predation (marine and Pinniped count California sea lions 1971 2009 19 Count
freshwater)

8 Predation (marine and Pinniped count Steller sea lion 1913 2010 19 Count
freshwater)

8 Predation (marine and Pinniped estimate California sea lions 1971 2009 19 Count
freshwater)

8 Predation (marine and Pinniped estimate Harbour seals 1913 2008 19 Count
freshwater)

8 Predation (marine and Pinniped estimate Steller sea lion 1913 2010 19 Count
freshwater)

8 Predation (marine and Christmas Bird Count BC Common murre 1957 2009 19 #/hour
freshwater)

8 Predation (marine and Christmas Bird Count BC Cormorants, B+P 1957 2009 19 #/hour
freshwater)

8 Predation (marine and Christmas Bird Count BC D-C cormorant 1957 2009 19 #/hour
freshwater)

8 Predation (marine and Christmas Bird Count BC Gulls 1957 2009 19 #lhour
freshwater)

8 Predation (marine and Christmas Bird Count BC Pelagic cormorant 1957 2009 19 #/hour
freshwater)

8 Predation (marine and Christmas Bird Count BC Bald eagle 1957 2009 19 #/hour
freshwater)

8 Predation (marine and Christmas Bird Count BC Brandts cormorant 1958 2009 19 #/hour
freshwater)

8 Predation (marine and Christmas Bird Count BC Common merganser 1958 2009 19 #/hour
freshwater)

8 Predation (marine and Fish predators Blue shark abundance 1980 2002 19 tor?slof biomass
freshwater) (millions)

8 Predation (marine and Fish predators Arrowtooth flounder biomass 1961 2007 19 kg of biomass

freshwater,




Min of Max of
Project Observation Observation Stock Units
Number Project Name Variable Subset Location Year year Count

8 Predation (marine and Alternate prey BC herring-CC BC Central Coast 1950 2008 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey BC herring-PRD Prince Rupert District 1950 2008 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey BC herring-QCI Queen Charlotte Islands 1950 2008 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey BC herring-SoG Strait of Georgia 1950 2008 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey BC herring-WCVI West Coast Vancouver Island 1950 2008 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey Callifornia Current Pacific hake 1966 2009 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey Gulf of Alaska Pacific cod 1984 2005 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey Pacific Jack mackerel 1950 2006 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey Pacific mackerel 1929 2009 19 tons of biomass
freshwater)

8 Predation (marine and Alternate prey Walleye pollock 1977 2007 19 tons of biomass
freshwater)

9 Climate change LFR water temp for returning adults Z:Zir Watershed - Migration 1951 2010 19 Degrees Celsius

9 Climate change LFR water temp for returning adults - Fraser Watershed - Migration 1948 2010 20 Qualitative

Qualitiative Areas magnitudes

Lwr Fraser River and Strait : . . 3

12 of Georgia habitat inventory Chlorophyll concentration July mean Northern Georgia Strait 1998 2010 19 mg/m

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration July mean Strait of Juan de Fuca 1998 2010 19 mg/m®
of Georgia habitat inventory
Lwr Fraser River and Strait : " f 3

12 of Georgia habitat inventory Chlorophyll concentration July mean Central Georgia Strait 1998 2010 19 mg/m

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration June mean Northern Georgia Strait 1998 2010 19 mg/m®
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration June mean Strait of Juan de Fuca 1998 2010 19 mg/m®
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration June mean Central Georgia Strait 1998 2010 19 mg/m®
of Georgia habitat inventory
Lwr Fraser River and Strait : . " 3

12 of Georgia habitat inventory Chlorophyll concentration May mean Northern Georgia Strait 1998 2010 19 mg/m

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration May mean Strait of Juan de Fuca 1998 2010 19 mg/m®
of Georgia habitat inventory
Lwr Fraser River and Strait : " : 3

12 of Georgia habitat inventory Chlorophyll concentration May mean Central Georgia Strait 1998 2010 19 mg/m

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration September mean Northern Georgia Strait 1998 2010 19 mg/m®
of Georgia habitat inventory

12 Lwr Fraser River and Strait Chlorophyll concentration September mean Strait of Juan de Fuca 1998 2010 19 mg/m®

of Georgia habitat inventory




Min of Max of
Project Observation Observation Stock Units
Number Project Name Variable Subset Location Year year Count

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration September mean Central Georgia Strait 1998 2010 19 mg/m®
of Georgia habitat inventory
Lwr Fraser River and Strait : " . . 3

12 of Georgia habitat inventory Chlorophyll concentration April mean Northern Georgia Strait 1998 2010 19 mg/m

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration April mean Strait of Juan de Fuca 1998 2010 19 mg/m®
of Georgia habitat inventory
Lwr Fraser River and Strait : " " f 3

12 of Georgia habitat inventory Chlorophyll concentration April mean Central Georgia Strait 1998 2010 19 mg/m

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration August mean Northern Georgia Strait 1998 2010 19 mg/m®
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration August mean Strait of Juan de Fuca 1998 2010 19 mg/m®
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Chlorophyll concentration August mean Central Georgia Strait 1998 2010 19 mg/m?®
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge April total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge August total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge July total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge June total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge May total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge October total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge Fraser discharge September total Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait River discharge June-July average Strait of Georgia 1970 2009 19 m%s
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Sea surface salinity July mean Strait of Georgia 1936 2008 19 PSU
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Sea surface salinity June mean Strait of Georgia 1936 2009 19 PSU
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Sea surface salinity May mean Strait of Georgia 1936 2009 19 PSU
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Sea surface salinity September mean Strait of Georgia 1936 2009 19 PSU
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Sea surface salinity April mean Strait of Georgia 1937 2009 19 PSU
of Georgia habitat inventory

12 Lwr Frasgr Rivgr a.”d Strait Sea surface salinity August mean Strait of Georgia 1936 2009 19 PSU
of Georgia habitat inventory
Lwr Fraser River and Strait - N : f

12 of Georgia habitat inventory Sea surface salinity April-Aug average Strait of Georgia 1936 2009 19 PSU

12 Lwr Fraser River and Strait Sea surface salinity May-Sept average Strait of Georgia 1936 2009 19 PSU

of Georgia habitat inventory
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Min of Max of
Project Observation Observation Stock Units
Number Project Name Variable Subset Location Year year Count
12 Lwr Frasgr Rivgr a.”d Strait Sea surface temperature July mean Strait of Georgia 1936 2009 19 Degrees Celsius
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Sea surface temperature June mean Strait of Georgia 1936 2009 19 Degrees Celsius
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Sea surface temperature May mean Strait of Georgia 1936 2009 19 Degrees Celsius
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Sea surface temperature September mean Strait of Georgia 1936 2009 19 Degrees Celsius
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Sea surface temperature April mean Strait of Georgia 1937 2009 19 Degrees Celsius
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Sea surface temperature August mean Strait of Georgia 1936 2009 19 Degrees Celsius
of Georgia habitat inventory
Lwr Fraser River and Strait ) : : :
12 of Georgia habitat inventory Sea surface temperature April-Aug average Strait of Georgia 1936 2009 19 Degrees Celsius
12 Lwr Frasgr Rivgr a.”d Strait Population census Lower Fraser Lower Fraser River 1986 2006 19 count
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Population census Strait of Georgia Strait of Georgia 1986 2006 19 count
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Population census Strait of Juan de Fuca Strait of Juan de Fuca 1986 2006 19 count
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Solid waste disposed Lower Fraser Lower Fraser River 1990 2006 19 tons/yr
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Solid waste disposed Strait of Georgia Strait of Georgia 1990 2006 19 tons/yr
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Solid waste disposed Strait of Juan de Fuca Strait of Juan de Fuca 1990 2006 19 tons/yr
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Liquid waste Flow Strait of Georgia 1997 2009 19 MLD
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Total dredge volume Lower Fraser Lower Fraser River 1970 2006 19 m3
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Total farm area Lower Fraser Lower Fraser River 1991 2006 19 ha
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Total farm area Strait of Georgia Strait of Georgia 1991 2006 19 ha
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Total farm area Strait of Juan de Fuca Strait of Juan de Fuca 1991 2006 19 ha
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Contaminants Mill effluent loading Strait of Georgia 1989 1999 19 mg/d x100
of Georgia habitat inventory
12 Lwr Frasgr Rivgr a.”d Strait Marine vessels Gross register tonnage (domestic) Strait of Georgia 1998 2008 19 tons
of Georgia habitat inventory
99 Pink Salmon Pink salmon abundance NE Pacific Other North Pacific Ocean 1952 2005 19 millions of fish
99 Pink Salmon Pink salmon abundance Russia Other North Pacific Ocean 1952 2005 19 millions of fish
99 Pink Salmon Pink salmon abundance ALL North Pacific Other North Pacific Ocean 1952 2005 19 millions of fish
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A3.4 Data Preparation

Contractor data was received in Excel files of various formats - very few of the data sets
received used the data template that had been developed. These data were imported to an
Access database to accomplish the brood year adjustments. The non-template data sets
arrived in many different, non-standardized forms, adding a layer of complexity to their
integration into a single database. Figure A3.4-1 shows the database diagram for that
cumulative impacts database.
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Figure A3.4-1. The Cohen Commission cumulative effects database diagram.
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Each data product received from the contractors was assigned a unique identifier in the
Metadata table. Each data product was assigned to a variable name and where appropriate
a variable subset was specified (for example, if August mean sea surface temperature was
received, the metadata record would specify “sea surface temperature” as the variable and
“August mean” as the variable subset). The metadata table also specifies the location and
units of the data product among other supplementary information. Table A3.4-2 shows an
example entry in the Metadata table.
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Table A3.4-2. An example entry in the Metadata table for Queen Charlotte Sound August mean sea surface
temperature data.

TOCOnly FALSE

MetadatalD 27

ProjectlD 4

VariablelD Sea surface temperature
SubsetID August mean
StressorCatID Marine conditions - physical
UnitID Degrees Celsius
LocationID Queen Charlotte Sound
SpecificLocation

QCS SST data, average values on the 3 grid points. Correlations among grid points from 1982
SpatTempAggDetails are ~0.995

EstimationDetails August average. Data from: ftp:/ftp.emc.ncep.noaa.gov/cmb/sst/oimonth_v2/YEARLY_FILES/

ObservationTypelD Measured

ConfidencelD

Were there extremes in sea surface temperature that could have been responsible for extreme
InterestQuestion mortality of Fraser River sockeye but not others (Columbia River or Barkley Sound)?

QualitativeComments
SourceFileName QCS_SST.xlIs

The actual observation data was imported to the QuantitativeData table (or the
QualitativeData table where qualitative data was provided). Each entry in the
QuantitativeData table is linked to a metadata record. The table Metadatalife stages
associates the metadata records with the applicable life stage(s).

For example, Table A3.4-3 shows the life stage associations for the August mean sea
surface temperature data (MetadatalD 27).

Table A3.4-3. The MetadataLife stages table associates the Queen Charlotte Sound August mean sea
surface temperature data (MetadatalD 27) with two life stages.

MetadatalD | Life stage Name
27 | Migration to rearing areas-Marine

27 | Migration to spawning area-Marine

Observation year to brood year adjustments are based on the BroodYearAdjustments
table. This table contains the adjustment factor for each stock, life stage and age type.
Table A3.4-4 shows the summary of the life history of Fraser River sockeye salmon that
was used to determine the appropriate adjustments to make for each life stage. Table
A3.4-5 shows the brood year adjustments used for the dominant age type of all stocks
except Harrison, as expressed in the database.
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Table A3.4-4. Summary of the life history of the Fraser River sockeye salmon. This table shows the timing
of major stages and processes for the dominant age-types, including the year (relative to brood
year) during which each occurs. This information was used to guide the process of aligning the
observation values within each received data series with the brood year to which it would apply.
BY = brood year. SoG = Strait of Georgia. LFR = Lower Fraser River. Sources: Burgner (1991);
McKinnell et al. (2011)

Life history Timing of Dominant Age-Type
Develop- Process All non-Harrison Fraser River stocks Harrison stock
mental (age-type 4,) (age-type 4,)
Stage Season | Year Comment | Season | Year | Comment
EGG Spawning Aug-Nov BY BY
Incubation Winter BY+1 Winter BY+1
April - BY+1 Spring BY+1
ALEVIN Emergence early June
Summer - BY+1
FRY to Freshwater Winter
PARR rearing Winter - BY+2
Spring
SMOLT | Outmigration | April/May  BY+2
BY+2 minimal or | Spring/ BY+1 upto5
n/a Summer months in
Estuary
. estuary
fearing by late July BY+1 enter Fraser
plume
by late May BY+2 dispersed by BY+1  dispersed into
POST- SoG passage N&W from | Aug/Sept SoG
SMOLT Fraser
Coastal by BY+2 most left
migration June/July SoG
by BY+2 spread by Autumn BY+1  migration to
Aug/Sept along coast continental
shelf
by late BY+2 move BY+1
Autumn/ offshore
Growth and early
ADULT | maturationin | Winter
North Pacific BY+3 BY+2
BY+3
Spring BY+4 Spring BY+4
Migrate July - early BY+4 Passing
towards Sept through
Fraser River Strait of
Georgia
mid-June - BY+4 Finer scale | mid-Aug - BY+4  late run group
Lower Fraser | mid-Oct b.y run- early Oct
River passage timing
group
Upstream BY+4
migration
. Aug-Nov BY+4 Sept-Oct BY+4 (based on
Sipeidlily LFR passage)
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Table A3.4-5. Brood year adjustment factors for the 4, age type (used for all stocks except Harrison).

AgeType | Adjustment | Life stage Name
4sub2 0 Spawning-Freshwater

4sub2 -1 Incubation-Freshwater

4sub2 -1 Emergence-Freshwater

4sub2 -1 Freshwater rearing

4sub2 -2 Freshwater rearing

4sub2 -2 | Smolt outmigration-Freshwater
4sub2 -2 Estuary rearing

4sub2 -2 Migration to rearing areas-Marine
4sub2 -2 | Growth and maturation-Marine
4sub2 -3 | Growth and maturation-Marine
4sub2 -4 Migration to spawning area-Marine
4sub2 -4 Spawning-Freshwater

The unique lifecycle of the Harrison stock is captured in the BroodYearAdjustments table
under the 4, age type (Table A3.4-6). Although not shown here, the subdominant age
type brood year adjustments are also captured in the BroodYearAdjustments table (age
type 5, for all stocks except Harrison, age type 3, for Harrison). Brood year adjustments
were made for the subdominant age classes however, at present, no analyses have been
performed on these data.

Table A3.4-6. Brood year adjustment factors for the 4, age type Harrison stock.

| StockName | AgeType | Adjustment Life stage Name
Harrison 4sub1 0 Spawning-Freshwater
Harrison 4sub1 -1 | Incubation-Freshwater
Harrison 4sub1 -1 | Emergence-Freshwater
Harrison 4sub1 -1 | Smolt outmigration-Freshwater
Harrison 4sub1 -1 | Estuary rearing
Harrison 4sub1 -1 | Migration to rearing areas-Marine
Harrison 4sub1 -1 | Growth and maturation-Marine
Harrison 4sub1 -2 | Growth and maturation-Marine
Harrison 4sub1 -3 | Growth and maturation-Marine
Harrison 4sub1 -4 | Migration to spawning area-Marine
Harrison 4sub1 -4 | Spawning-Freshwater

A series of queries were run to format data for output and adjust the observation year data
to brood year. First, data was pulled from 4 tables to format it succinctly for the brood
year adjustments (Figure A3.4-2). Each observation data value was aligned with its
variable, variable subset, observation year, stock, location, and life stage.
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Lifestages

Metadata

Metadatal ifeStages

GeogiClassID
Abbreviakion

QUANT tativeData

SpecificLocation
SpatTempagoDet ails
EstirnationDetails
ObservationTypeIl
ConfidencelD
InkereskQuestion
Cualitative”omments
SourceFileMamne

Figure A3.4-3. Querying data to prepare for brood year adjustment.

These data were stored in a temporary table called OutputQuant. The stock and life stage
values were used to join the OutputQuant table to the BroodYearAdjustment table
(Figure A3.4-3).

OutputQuant

AgeTypes
*

+
ear BroodYearhidjustments
Datavalue :gEPpem
StockID geType
YariableID W!nterst
SubsetID Wlnt.ersMR
LocationIl Darninank
LifestagelD
Metadatall

Figure A3.4-4 The query used to make the brood year adjustments.

Observation years were adjusted to brood years based on stock, life stage and age-type.
An example output from the brood year adjustment process is shown in Table A.3-4. For
the 4, age type, the sockeye salmon from brood year 1985 would have experienced the
1987 August mean sea surface temperature of 12.859 °C in Queen Charlotte Sound as
they migrated along the coast to their marine rearing areas. Two years later, the same
sockeye salmon (brood year 1985) would have experienced the 1989 August mean sea
surface temperature in Queen Charlotte sound of 14.83 °C if they migrated back to their
spawning areas via the northern diversion.
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Table A3.4-7. Example output from the brood year adjustment process.

MetadatalD

Variables.Name

SubsetName

Locations.Name

AgeType

StockName

Life stages.Name

ObservationYear

BY Adjustment

BroodYear

DataValue

27

Sea surface temperature
August mean

Queen Charlotte Sound
4sub2

E.Stuart

Migration to rearing areas-Marine
1987

-2

1985

12.85

27

Sea surface temperature
August mean

Queen Charlotte Sound
4sub2

E.Stuart

Migration to spawning area-Marine
1989

-4

1985

14.83

For analysis purposes, the brood year adjusted data was exported from the database to csv
files. Data was reported by stock and brood year for each variable, variable subset,

location, life stage and age-type combination. These unique combinations were termed

“variable sets”. Each variable set was assigned a unique identifier based on abbreviations

for each component. Figure A3.4-5 shows the definition of an example variable set.

Warahls:

Sea surface temperature

Location:

Queen Charlotte Sound

Agetype:
Dominant (4, 4,)

SST_MO08_QCSx_MGRR_DOM

Subset
August mean

Figure A3.4-5.Variable set definition.

Lifestage:
Migration to reanng areas
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An example of final output data from the database is shown in Table A3.4-8.

Table A3.4-8 Example output from database, ready for analysis. This example data set contains only the
mean August sea surface temperature for Queen Charlotte Sound as experienced by post-smolts
passing through during their migration to their ocean rearing areas, and only for one single brood
year. The data sets used in the analyses performed in the present project use many variables over
many years (refer to Appendix 3.5 and Appendix 4).

Spawners | InRS | BroodYear | StockName | RunTimingGroup | SST_M08_QCSx_MGRR_DOM

0.005758 | 3.754099 1985 Birkenhead @ Late 12.85

0.00303 1.845149 1985 Bowron Early Summer 12.85
0.034995 = 2.795625 1985 = Chilko Summer 12.85
0.000195 = 2.523058 1985 = Cultus Late 12.85

0.11661 2.338612 1985 E.Stuart Early Stuart 12.85
0.000696 & 3.893783 1985 Fennell Early Summer 12.85
0.002031 4.173986 1985 Gates Early Summer 12.85
0.001825 = 2.070912 1985 Harrison Late 12.6
0.000806 & 2.919312 1985 L.Shuswap @ Late 12.85
0.159101 3.093156 1985 L.Stuart Summer 12.85
0.007722 1.802942 1985 Nadina Early Summer 12.85
0.002088 2.40829 1985 @ Pitt Early Summer 12.85

0.00096 | 3.292746 1985 Portage Late 12.85
0.694708 @ 2.893605 1985 Quesnel Summer 12.85
0.001922 | 0.858018 1985 Raft Early Summer 12.85
0.001422 | 3.432398 1985 Scotch Early Summer 12.85
0.002684 | 2.787198 1985 Seymour Early Summer 12.85
0.021968 = 1.768224 1985 @ Stellako Summer 12.85
0.022773 | 1.112869 1985 Weaver Late 12.85

Table A3.4-9 shows the final set of variables available in the database as aligned with the
appropriate life stages to which each data series is associated.

181



Table A3.4-9. The table of contents for all data sets within the cumulative impacts database, as aligned with the life history affected, by brood year. Each life
history stage that a particular variable affects is treated as a separate variable in the database because it often requires the raw observation data to be
adjusted by different amount in order to correctly align with the brood year that would be affected by that particular stressor in that particular life stage.
This table only shows the data sets received as they line up with life stages for the 4sub2 age-types (the dominant age-type of all Fraser River sockeye
salmon stocks except Harrison). In the full database, these data are also lined up with the dominant age-type for Harrison (4sub1l) and the subdominant
age-type for all non-Harrison stocks (5sub2) and the Harrison stock (3subl). A “stock count” of less than 19 implies that there are multiple, stock-
specific data series for that particular variables, whereas generally a stock count of 19 implies that there is only a single data series, which has been
applied to all stocks.

IE,ILOrLet?; " Project Variable Subset Location Life stage Age Type g?lf:t '\\(Ag;?f e :\3/';); d Ye arOf
2 Contaminants l%ggf Water  Quality Outmigration I'\:/IZZ?:; onV\/{\?;ear:hed Egglﬁw at ;utmigration- 4sub2 17 1965 2008
2 Contaminants CCME  Water Qually ' Rearing E;a:fi";g raershed Freshwater rearing 4sub2 10 1969 2009
2 Contaminants ﬁgg’)’f Water  Quality | g0 ming g;a;sv?;ingv:rt:;zhed Emergence- 4sub2 9 1969 2009
2 Contaminants CCME  Water Qually ' pamning g;f‘vf;ing":rf;zhed Incubation-Freshwater | 4sub2 9 1969 2009
2 Contaminants ﬁgg(E Water  Quality Spawning grpaasvjr:i ngv:::;sshed Spawning-Freshwater 4sub2 9 1966 2006
2 Contaminants ﬁggﬂf Water  Quality Upstream migration ;ﬁ:fz{ionv\ﬁg;hed '::E;:a&gr:i;g spawning 4sub2 18 1963 2006
2 Contaminants CCME uvater Quallty - outmigration ;:Zfz{l o vtershed e v mieration” 410 17 1946 2008
2 Contaminants ﬁgg(E_ Ql.Y:IﬁtaEi;ve Quality Rearing E;aasr?)r:g X\rlea;esrshed Freshwater rearing 4sub2 10 1946 2009
2 Contaminants CCME ater Qually spawning g;“:‘v‘v}rzl ng"::g;ihed Emergence- 4sub2 9 1947 2009
2 Contaminants ﬁgg(E_ Ql.Y:IﬁtaEi;ve Quality Spawning grpa;sv?;ing\;N:rt:;sshed Incubation-Freshwater 4sub2 9 1947 2009
2 Contaminants ﬁgg/LE_ Ql.Y:Iﬁt;irve Quality Spawning g;?ﬁ;ingv:::;hed Spawning-Freshwater 4sub2 9 1944 2006
2 Contaminants ﬁgg(E_ Qlyvmﬁgv e Quality Upstream migration I'\:/I:Z?:trl onvliée;:hed ZE;?&ZE;S spawning 4sub2 18 1944 2006
3 Freshwater ecology Area forest harvested Mainstem spawning areas g;?x;ingvsszgsshed Egzﬁg‘;‘?' 4sub2 11 1979 2009
3 Freshwater ecology Area forest harvested Mainstem spawning areas g;)a:v?;i ng/\/:::;sshed Incubation-Freshwater | 4sub2 11 1979 2009
3 Freshwater ecology Area forest harvested Mainstem spawning areas grpa;sv?;ing\;N:rt:;sshed Spawning-Freshwater 4sub2 11 1976 2006
3 Freshwater ecology Area forest harvested Migration corridor Fraser Watershed 4sub2 17 1976 2006

Migration to spawning
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Project : ; ; " Stock Min of Brood | Max of
Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
Migration Areas area-Marine
3 Freshwater ecology Area forest harvested Migration corridor I'\:/I:Z?:trl onV\Larl;i'sshed Egg:wtw at;utmlgratlon- 4sub2 17 1978 2008
3 Freshwater ecology Area forest harvested Nursery lakes E;a::?r:g X\rlea;esrshed Freshwater rearing 4sub2 16 1978 2009
. . Fraser Watershed Emergence-
3 Freshwater ecology Area forest harvested Tributary spawning areas Spawning Areas Freshwater 4sub2 2 1979 2009
3 Freshwater ecology Area forest harvested Tributary spawning areas grpa;svt‘?;ing\;N:rt:;sshed Incubation-Freshwater 4sub2 2 1979 2009
3 Freshwater ecology Area forest harvested Tributary spawning areas g;?x;ingv::;sshed Spawning-Freshwater 4sub2 2 1976 2006
. . . . Fraser Watershed Emergence-
3 Freshwater ecology Human population density Mainstem spawning areas Spawning Areas Freshwater 4sub2 11 1985 2008
3 Freshwater ecology Human population density Mainstem spawning areas g;?x;ingv::;sshed Incubation-Freshwater 4sub2 1 1985 2008
3 Freshwater ecology Human population density Mainstem spawning areas grpalasvtjr:ing\;lV:::;sshed Spawning-Freshwater 4sub2 11 1982 2005
3 Freshwater ecology Human population density Migration corridor I'\:/Iri?;:trionv){\?éear;hw ':Irlge:?lt}lzl:ir:g Spawning | 4qub2 17 1982 2005
. . - ) Fraser Watershed Smolt  outmigration-
3 Freshwater ecology Human population density Migration corridor Migration Areas Freshwater 4sub2 17 1984 2007
3 Freshwater ecology Human population density Nursery lakes E;a::?r:g X\rlea;esrshed Freshwater rearing 4sub2 17 1984 2008
. . . . Fraser Watershed Emergence-
3 Freshwater ecology Human population density Tributary spawning areas Spawning Areas Freshwater 4sub2 13 1985 2008
3 Freshwater ecology Human population density Tributary spawning areas grpalasvtjr:ing\;lV:::;sshed Incubation-Freshwater 4sub2 13 1985 2008
. . . . Fraser Watershed .
3 Freshwater ecology Human population density Tributary spawning areas Spawning Areas Spawning-Freshwater 4sub2 13 1982 2005
. Fraser Watershed Emergence-
3 Freshwater ecology Lake influence NULL Spawning Areas Freshwater 4sub2 16 2008 2008
3 Freshwater ecology Lake influence NULL Fraser Watershed Incubation-Freshwater | 4sub2 16 2008 2008
Spawning Areas
3 Freshwater ecology Lake influence NULL Fraser Watershed Spawning-Freshwater | 4sub2 16 2005 2005
Spawning Areas
. . . Fraser Watershed Emergence-
3 Freshwater ecology Road density Mainstem spawning areas Spawning Areas Freshwater 4sub2 12 2008 2008
. . . Fraser Watershed .
3 Freshwater ecology Road density Mainstem spawning areas Spawning Areas Incubation-Freshwater 4sub2 12 2008 2008
. . . Fraser Watershed !
3 Freshwater ecology Road density Mainstem spawning areas Spawning Areas Spawning-Freshwater 4sub2 12 2005 2005
3 Freshwater ecology Road density Migration corridor Fraser Watershed Migration to spawning & 4sub2 17 2005 2005
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Z[ff;; . Project Variable Subset Location Life stage Age Type g:;f’:t :\(Ag;?f Elced g;z d Ve aff
Migration Areas area-Marine
3 Freshwater ecology Road density Migration corridor ;ﬁg?:{ionvi?;j:hed ) Egz:ﬂtwat;utmigration- 4sub2 17 2007 2007
3 Freshwater ecology Road density Nursery lakes E;a::?r:g X\rlea;esrshed " | Freshwater rearing 4sub2 17 2007 2008
3 Freshwater ecology Road density Tributary spawning areas g;aasﬁr:i ng\l:rt:;ihed ) E:gg;%?;‘;?' 4sub2 13 2008 2008
3 Freshwater ecology Road density Tributary spawning areas grpa;svt‘?;ing\;N:rt:;sshed " | Incubation-Freshwater 4sub2 13 2008 2008
3 Freshwater ecology Road density Tributary spawning areas g;?x;ingv::;sshed " Spawning-Freshwater 4sub2 13 2005 2005
3 Freshwater ecology Spring air temperature NULL E;a::r:g X\I{ea;esrshed ) Egz:ﬂtwat;utmigration- 4sub2 17 1946 2007
3 Freshwater ecology Summer air temperature CU set 1 ;ﬁ:fz{ionv\ﬁg;hed ) '::E;:a&(;:i;g spawning 4sub2 17 1944 2005
3 Freshwater ecology Summer air temperature CU set 2 ;ﬁg?:{ionvi?;j:hed ) xigar?&c;':intg spawning 4sub2 5 1944 2005
4 Marine ecology Chlorophyll concentration 30 March - 22 April gg::g Charlotte ergii&;rmtg rearing 4sub2 ALL 1996 2007
4 Marine ecology Chlorophyll concentration April mean ggjsg Charlotte gﬂrEarinl\(jlgrintg rearing 4sub2 ALL 1996 2007
4 Marine ecology Chlorophyll concentration August mean gg::g Charlotte ergii&;nntg rearing 4sub2 ALL 1996 2007
4 Marine ecology Chlorophyll concentration August mean ggﬁ;“g Charlotte ';/:E;:a&gr:i;g spawning 4sub2 ALL 1994 2005
4 Marine ecology Chlorophyll concentration July mean gg::g Charlotte xigargfi&';rintg rearing 4sub2 ALL 1996 2007
4 Marine ecology Chlorophyll concentration | July mean Queen  Charlolte | Migration 10 Spawning g, ALL 1994 2005
4 Marine ecology Chlorophyll concentration June mean ggjsg Charlotte gﬂrEarinl\(jlg fi ntg rearing 4sub2 ALL 1996 2007
4 Marine ecology Chlorophyll concentration June mean gg::g Charlotte ':Irigf&c;':ir:g spawning 4sub2 ALL 1994 2005
4 Marine ecology Chlorophyll concentration May mean ggjsg Charlotte gﬂrEarinl\(jlg fi ntg rearing 4sub2 ALL 1996 2006
4 Marine ecology Chlorophyll concentration May mean gg::g Charlotte xigar?&c;':intg spawning 4sub2 ALL 1994 2004
4 Marine ecology Chlorophyll concentration September mean ggﬁ;“g Charlotte ';/:E;:a&(;:i;g spawning 4sub2 ALL 1993 2005
4 Marine ecology North Pacific Index Anomalies 82;‘:1 North  Pacific nG1rac:uWrt:tion-Marine and 4sub2 ALL 1897 2007
4 Marine ecology North Pacific Index Nov-Mar Average Other North Pacific Growth and 4sub2 ALL 1897 2007
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Project 5 ; ; " Stock Min of Brood | Max of
Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
Ocean maturation-Marine
. . " ! Queen Charlotte | Migration to rearing
4 Marine ecology River discharge Wannock (Rivers Inlet) Sound areas-Marine 4sub2 ALL 1927 2007
. - ) Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface salinity April mean Sound areas-Marine 4sub2 ALL 1968 2008
4 Marine ecology Sea surface salinity April-Aug average Queen Charlotte | Migration to rearing |, ALL 1968 2008
Sound areas-Marine
. - Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface salinity August mean Sound areas-Marine 4sub2 ALL 1968 2007
: . Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface salinity August mean Sound area-Marine 4sub2 ALL 1966 2005
. - Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface salinity July mean Sound areas-Marine 4sub2 ALL 1968 2008
4 Marine ecology Sea surface salinity July mean Queen  Charlotte | Migration {0 spawning | ;¢ o ALL 1966 2006
Sound area-Marine
. - Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface salinity June mean Sound areas-Marine 4sub2 ALL 1968 2008
. - Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface salinity June mean Sound area-Marine 4sub2 ALL 1966 2006
: . Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface salinity May mean Sound areas-Marine 4sub2 ALL 1968 2008
. - Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface salinity May mean Sound area-Marine 4sub2 ALL 1966 2006
: . ~ Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface salinity May-Sept average Sound area-Marine 4sub2 ALL 1966 2006
. - Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface salinity September mean Sound area-Marine 4sub2 ALL 1966 2005
4 Marine ecology Sea surface temperature August mean Queen Charlotte Migration to rearing 4sub2 ALL 1980 2007
Sound areas-Marine
: Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface temperature August mean Sound area-Marine 4sub2 ALL 1978 2005
N . Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface temperature August-June difference Sound areas-Marine 4sub2 ALL 1980 2007
: g . Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface temperature August-June difference Sound area-Marine 4sub2 ALL 1978 2005
N Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface temperature July mean Sound areas-Marine 4sub2 ALL 1980 2007
: Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface temperature July mean Sound area-Marine 4sub2 ALL 1978 2005
N Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface temperature July-Aug average Sound areas-Marine 4sub2 ALL 1980 2007
4 Marine ecology Sea surface temperature July-Aug average Queen Charlotte Migration to spawning 4sub2 ALL 1978 2005
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Project : ; ; " Stock Min of Brood | Max of
Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
Sound area-Marine
N " Queen Charlotte | Migration to rearing
4 Marine ecology Sea surface temperature July-June difference Sound areas-Marine 4sub2 ALL 1980 2007
N " Queen Charlotte | Migration to spawning
4 Marine ecology Sea surface temperature July-June difference Sound area-Marine 4sub2 ALL 1978 2005
4 Marine ecology Summer wind regime FACTOR Queen Charlotte | Migration to rearing |, ALL 1946 2007
Sound areas-Marine
. . ) - Queen Charlotte | Migration to rearing
4 Marine ecology Summer wind regime U-direction Sound areas-Marine 4sub2 ALL 1946 2007
4 Marine ecology Summer wind regime V-direction Queen Charlotte | Migration 1o rearing | ;g o ALL 1946 2007
Sound areas-Marine
Predation (marine and . Growth and
8 freshwater) Alternate prey BC herring-CC BC Central Coast maturation-Marine 4sub2 ALL 1947 2006
8 Predation (marine and | pomate prey BC herring-CC BC Central Coast Migration to rearing | 4 o ALL 1948 2006
freshwater) areas-Marine
8 Predation (marine and Alternate prey BC herring-CC BC Central Coast Migration to spawning 4sub2 ALL 1946 2004
freshwater) area-Marine
Predation (marine and . . . Growth and
8 freshwater) Alternate prey BC herring-PRD Prince Rupert District maturation-Marine 4sub2 ALL 1947 2006
8 Predation (marine and | pomate prey BC herring-PRD Prince Rupert District | “igration to rearing | g, ALL 1948 2006
freshwater) P areas-Marine
8 Predation (marine and Alternate prey BC herring-PRD Prince Rupert District Migration to spawning 4sub2 ALL 1946 2004
freshwater) area-Marine
Predation (marine and . Queen Charlotte | Growth and
8 freshwater) Alternate prey BC herring-QCl Islands maturation-Marine 4sub2 ALL 1947 2006
Predation (marine and . Queen Charlotte | Migration to rearing
8 freshwater) Alternate prey BC herring-QCI Islands areas-Marine 4sub2 ALL 1948 2006
Predation (marine and . Queen Charlotte | Migration to spawning
8 freshwater) Alternate prey BC herring-QCl |slands area-Marine 4sub2 ALL 1946 2004
Predation (marine and . . . Growth and
8 freshwater) Alternate prey BC herring-SoG Strait of Georgia maturation-Marine 4sub2 ALL 1947 2006
Predation (marine and ) . ’ Migration to rearing
8 freshwater) Alternate prey BC herring-SoG Strait of Georgia areas-Marine 4sub2 ALL 1948 2006
8 Predation (marine and Alternate prey BC herring-SoG Strait of Georgia Migration to spawning 4sub2 ALL 1946 2004
freshwater) area-Marine
Predation (marine and " West Coast | Growth and
8 freshwater) Alternate prey BC herring-WCVI Vancouver Island maturation-Marine 4sub2 ALL 1947 2006
Predation (marine and . West Coast | Migration to rearing
8 freshwater) Alternate prey BC herring-WCVI Vancouver Island areas-Marine 4sub2 ALL 1948 2006
Predation (marine and _— West Coast | Migration to spawning
8 freshwater) Alternate prey BC herring-WCVI Vancouver Island area-Marine 4sub2 ALL 1946 2004
8 Predation (marine and = Alternate prey California Current Pacific = NULL Growth and | 4sub2 ALL 1963 2007
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Project 5 ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
freshwater) hake maturation-Marine
Predation (marine and California Current Pacific Migration to rearing

8 freshwater) Alternate prey hake NULL areas-Marine 4sub2 ALL 1964 2007
Predation (marine and California Current Pacific Migration to spawning

8 freshwater) Alternate prey hake NULL area-Marine 4sub2 ALL 1962 2005
Predation (marine and . Growth and

8 freshwater) Alternate prey Gulf of Alaska Pacific cod NULL maturation-Marine 4sub2 ALL 1981 2003

8 Predation (marine and | semate prey Gulf of Alaska Pacific cod | NULL Migration _to rearing | 41, ALL 1982 2003
freshwater) areas-Marine

8 Predation (marine and | pomate prey Gulf of Alaska Padific cod | NULL Migration to spawning | 4 o ALL 1980 2001
freshwater) area-Marine
Predation (marine and - Growth and

8 freshwater) Alternate prey Pacific Jack mackerel NULL maturation-Marine 4sub2 ALL 1947 2004
Predation (marine and " Migration to rearing

8 freshwater) Alternate prey Pacific Jack mackerel NULL areas-Marine 4sub2 ALL 1948 2004

8 Predation (marine and Alternate prey Pacific Jack mackerel NULL Migration to spawning 4sub2 ALL 1946 2002
freshwater) area-Marine
Predation (marine and - Growth and

8 freshwater) Alternate prey Pacific mackerel NULL maturation-Marine 4sub2 ALL 1926 2007
Predation (marine and " Migration to rearing

8 freshwater) Alternate prey Pacific mackerel NULL areas-Marine 4sub2 ALL 1927 2007
Predation (marine and " Migration to spawning

8 freshwater) Alternate prey Pacific mackerel NULL area-Marine 4sub2 ALL 1925 2005
Predation (marine and Growth and

8 freshwater) Alternate prey Walleye pollock NULL maturation-Marine 4sub2 ALL 1974 2005
Predation (marine and Migration to rearing

8 freshwater) Alternate prey Walleye pollock NULL areas-Marine 4sub2 ALL 1975 2005
Predation (marine and Migration to spawning

8 freshwater) Alternate prey Walleye pollock NULL area-Marine 4sub2 ALL 1973 2003
Predation (marine and . Growth and

8 freshwater) Alternate prey - quantile PRY average NULL maturation-Marine 4sub2 ALL 1926 2007
Predation (marine and ) Migration to rearing

8 freshwater) Alternate prey - quantile PRY average NULL areas-Marine 4sub2 ALL 1927 2007

8 Predation (marine and | pyemate prey - quantle | PRY average NULL Migration to spawning | 4 o ALL 1925 2005
freshwater) area-Marine
Predation (marine and . Growth and

8 freshwater) Alternate prey - quantile Walleye pollock NULL maturation-Marine 4sub2 ALL 1974 2005

8 Predation (marine and | pyemate prey - quantle | Walleye pollock NULL Migration to rearing | 4 o ALL 1975 2005
freshwater) areas-Marine

8 Predation (marine and Alternate prey - quantile Walleye pollock NULL Migration to spawning 4sub2 ALL 1973 2003
freshwater) area-Marine

8 Predation (marine and = Christmas Bird Count BC Bald eagle NULL Migration to spawning | 4sub2 ALL 1953 2005
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Project : ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
freshwater) area-Marine

8 Predation (marine and Christmas Bird Count BC Brandts cormorant NULL Migration to  rearing 4sub2 ALL 1956 2007
freshwater) areas-Marine

8 Predation (marine and Christmas Bird Count BC Common merganser NULL Smolt  outmigration- 4sub2 ALL 1956 2007
freshwater) Freshwater

8 Predation (marine and | opisimas Bird Gount BC Common murre NULL Migraion o rearing | ;g 1, ALL 1955 2007
freshwater) areas-Marine

8 Predation (marine and | opisimas Bird Gount BC Cormorants, B+P NULL Migration _to rearing | 41, ALL 1955 2007
freshwater) ’ areas-Marine
Predation (marine and ) . ’ Smolt  outmigration-

8 freshwater) Christmas Bird Count BC D-C cormorant NULL Freshwater 4sub2 ALL 1955 2007
Predation (marine and ) " Migration to rearing

8 freshwater) Christmas Bird Count BC Gulls NULL areas-Marine 4sub2 ALL 1955 2007

8 Predation (marine and Christmas Bird Count BC Pelagic cormorant NULL Migration to rearing 4sub2 ALL 1955 2007
freshwater) areas-Marine
Predation (marine and | Christmas Bird Count - Migration to rearing

8 freshwater) quantile CBC MGRR average NULL areas-Marine 4sub2 ALL 1955 2007
Predation (marine and | Christmas Bird Count - Smolt  outmigration-

8 freshwater) quantile CBC SMLT average NULL Freshwater 4sub2 ALL 1955 2007
Predation (marine and ) Arrowtooth flounder Migration to rearing

8 freshwater) Fish predators biomass NULL areas-Marine 4sub2 ALL 1959 2005
Predation (marine and ) Growth and

8 freshwater) Fish predators Blue shark abundance NULL maturation-Marine 4sub2 ALL 1977 2000

8 Predation (marine and | o, o edators Blue shark abundance NULL Migration to spawning | 4 o ALL 1976 1908
freshwater) area-Marine
Predation (marine and - PR " Migration to rearing

8 freshwater) Pinniped count California sea lions NULL areas-Marine 4sub2 ALL 1969 2007
Predation (marine and . T . Migration to spawning

8 freshwater) Pinniped count California sea lions NULL area-Marine 4sub2 ALL 1967 2005
Predation (marine and . . Migration to rearing

8 freshwater) Pinniped count Steller sea lion NULL areas-Marine 4sub2 ALL 1911 2008
Predation (marine and - " Migration to spawning

8 freshwater) Pinniped count Steller sea lion NULL area-Marine 4sub2 ALL 1909 2006
Predation (marine and . . - . Migration to rearing

8 freshwater) Pinniped estimate California sea lions NULL areas-Marine 4sub2 ALL 1969 2007
Predation (marine and - ) PR " Migration to spawning

8 freshwater) Pinniped estimate California sea lions NULL area-Marine 4sub2 ALL 1967 2005
Predation (marine and _— . Migration to rearing

8 freshwater) Pinniped estimate Harbour seals NULL areas-Marine 4sub2 ALL 1911 2006
Predation (marine and - ) Migration to spawning

8 freshwater) Pinniped estimate Harbour seals NULL area-Marine 4sub2 ALL 1909 2004

8 Predation (marine and Pinniped estimate Steller sea lion NULL Migration to rearing 4sub2 ALL 1911 2008
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Project : ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
freshwater) areas-Marine
Predation (marine and - ) " Migration to spawning

8 freshwater) Pinniped estimate Steller sea lion NULL area-Marine 4sub2 ALL 1909 2006

. LFR water temp for Fraser Watershed - Migration to spawning
8 Climate change returning adults NULL Migration Areas area-Marine 4sub2 18 1947 2006
LFR water temp for - .
9 Climate change returning  adults - | NULL s aiershed - Migration 10 spawning | 4gpp 18 1944 2006
Qualitiative 9

Lwr Fraser River and N .

12 Strait of  Georgia = Chlorophyll concentration April mean Central Georgia Strait xlgargfl&';rintg reanng | 4sup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and . - .

12 Strait of Georgia Chlorophyll concentration April mean Iéltor;ir;ern Georgia xg;:f'&;rintg rearing 4sub2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration April mean Strait of Juan de Fuca ':Irlge:ill\c;lgrintg reanng | gsub2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration August mean Central Georgia Strait xlgargfl&';rintg reanng | 4sup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration August mean Central Georgia Strait I;/:Ear_a&(;r:intg SpPawning | 4qube ALL 1994 2006
habitat inventory
Lwr Fraser River and . - .

12 Strait of  Georgia | Chlorophyll concentration August mean Iéltc;ratil?ern Georgia ':Irlge:ill\c;lgrintg reanng | gsub2 ALL 1996 2008
habitat inventory
Lwr Fraser River and . N .

12 Strait of  Georgia | Chlorophyll concentration August mean gﬁ_znem Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration August mean Strait of Juan de Fuca gﬂrgarztllslgrintg reanng | ysup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and N .

12 Strait of  Georgia | Chlorophyll concentration August mean Strait of Juan de Fuca ':Irlge:it}lzl:ir:g SPawning | 4sup2 ALL 1994 2006
habitat inventory
Lwr Fraser River and N .

12 Strait of  Georgia = Chlorophyll concentration July mean Central Georgia Strait xlgargfl&';rintg reanng | 4sup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration July mean Central Georgia Strait I;/:Ear_a&(;r:intg SPawning | 4qube ALL 1994 2006
habitat inventory
Lwr Fraser River and . N .

12 Strait of  Georgia | Chlorophyll concentration July mean Iéltc;ratil?ern Georgia ':Irlge:ill\c;lgrintg reanng | gsub2 ALL 1996 2008
habitat inventory

12 Lwr Fraser River and | cpiorophyll concentration  July mean Northern Georgia | Migration 1o spawning | 4, ALL 1994 2006
Strait  of Strait area-Marine

Georgia
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Project : ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration July mean Strait of Juan de Fuca Z’gar?'&grmtg reanng | ysup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and N .

12 Strait of  Georgia | Chlorophyll concentration July mean Strait of Juan de Fuca ':Irlge:it}lzl:ir:g SPawning | 4qup2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration June mean Central Georgia Strait xlgargfl&';rintg reanng | 4sup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration June mean Central Georgia Strait I;/:Ear_a&(;r:intg SpPawning | 4qube ALL 1994 2006
habitat inventory
Lwr Fraser River and . - .

12 Strait of  Georgia | Chlorophyll concentration June mean gﬁ;nem Georgia xg;:f'&;rmtg reanng | 4sub2 ALL 1996 2008
habitat inventory
Lwr Fraser River and . N .

12 Strait of  Georgia | Chlorophyll concentration June mean gﬁ_znem Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration June mean Strait of Juan de Fuca Z’gar?'&grmtg reanng | gsup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration June mean Strait of Juan de Fuca '::E;:a&gr:i;g Spawning | 4sup2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia = Chlorophyll concentration May mean Central Georgia Strait xlgargfl&';rintg reanng | 4sup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration May mean Central Georgia Strait I;/:Ear_a&(;r:intg SpPawning | 4qube ALL 1994 2006
habitat inventory
Lwr Fraser River and . - .

12 Strait of  Georgia | Chlorophyll concentration May mean gﬁ;nem Georgia xg;:f'&;rmtg reanng | gsub2 ALL 1996 2008
habitat inventory
Lwr Fraser River and . N .

12 Strait of  Georgia | Chlorophyll concentration May mean gﬁ_znem Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration May mean Strait of Juan de Fuca Z’gar?'&grmtg reanng | ysup2 ALL 1996 2008
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration May mean Strait of Juan de Fuca '::E;:a&gr:i;g Spawning | 4sup2 ALL 1994 2006
habitat inventory
Lwr Fraser River and N .

12 Strait of  Georgia | Chlorophyll concentration September mean Central Georgia Strait Migration to spawning 4sub2 ALL 1994 2006

habitat inventory

area-Marine
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Project : ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
Lwr Fraser River and . - .

12 Strait of  Georgia = Chlorophyll concentration September mean gﬁ_gnem Georgia I;/:Ear_a&(;r:intg SPaWNINg | 4sub2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of  Georgia | Chlorophyll concentration September mean Strait of Juan de Fuca ':Irlge:it}lzl:ir:g SPaWning | 4qup2 ALL 1994 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Contaminants Mill effluent loading Strait of Georgia xlgargfl&';rintg reanng | 4sup2 ALL 1987 1997
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Contaminants Mill effluent loading Strait of Georgia I;/:Ear_a&(;r:intg SpPawning | 4qube ALL 1985 1995
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia | Liquid waste Flow Strait of Georgia xg;gf'&';rmtg reanng | gsub2 ALL 1995 2007
habitat inventory
Lwr Fraser River and N .

12 Strait of  Georgia @ Liquid waste Flow Strait of Georgia xlgar?&c;':i;g spawning | 4qub2 ALL 1993 2005
habitat inventory
Lwr Fraser River and . - .

12 Strait of Georgia = Marine vessels (Zross register  tonnage Strait of Georgia Mlgran’&n 1o rearing 4sub2 ALL 1996 2006
habitat inventory (domestic) areas-Marine
Lwr Fraser River and ) - .

12 Strait of  Georgia | Marine vessels C(ijross tlreglster tonnage Strait of Georgia Mlgra't}lonl to spawning 4sub2 ALL 1994 2004
habitat inventory (domestic) area-Marine
Lwr Fraser River and N

12 Strait of Georgia = Population census Lower Fraser Lower Fraser River Egz:ﬂtwat;utmlgrahon- 4sub2 ALL 1984 2004
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Population census Strait of Georgia Strait of Georgia gﬂrgarztllslgrintg reanng | ysub2 ALL 1984 2004
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia | Population census Strait of Georgia Strait of Georgia ':'rg:a&gr:i;g Spawning | 4sup2 ALL 1982 2002
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Population census Strait of Juan de Fuca Strait of Juan de Fuca xlgargfl&';rintg reanng | gsup2 ALL 1984 2004
habitat inventory
Lwr Fraser River and - .

12 Strait  of  Georgia | Population census Strait of Juan de Fuca Strait of Juan de Fuca Qﬁ'é’ara&‘;”r.nt;’ SPaWNINg | 4sup2 ALL 1982 2002
habitat inventory
Lwr Fraser River and " B N

12 Strait of Georgia | River discharge Fraser discharge APMl | sirait of Georgia ot e mieraton” | 40 ALL 1968 2007
habitat inventory
Lwr Fraser River and ) - .

12 Strait of  Georgia | River discharge tl;rta;er discharge  July Strait of Georgia xlgargfl&';rintg reanng | 4sup2 ALL 1968 2007
habitat inventory
Lwr Fraser River and ! " Fraser discharge June . ; Migration to rearing

12 Strait  of River discharge total Strait of Georgia areas-Marine 4sub2 ALL 1968 2007

Georgia
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Project : ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
habitat inventory
Lwr Fraser River and - - .

12 Strait of Georgia @ River discharge tl;rtaasler discharge  May Strait of Georgia ZE;?'&grintg reanng | gsup2 ALL 1968 2007
habitat inventory
Lwr Fraser River and ) N

12 Strait of Georgia @ River discharge Fraser discharge  May Strait of Georgia Smolt  outmigration- 4sub2 ALL 1968 2007

o total Freshwater

habitat inventory
Lwr Fraser River and N .

12 Strait of  Georgia | River discharge June-July average Strait of Georgia xlgargfl&';rintg reanng | 4sup2 ALL 1968 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity April mean Strait of Georgia gﬂrgarztllslgrintg reanng | gsup2 ALL 1935 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity April-Aug average Strait of Georgia xg;:f'&;rmtg reanng | gsub2 ALL 1934 2007
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Sea surface salinity April-Aug average Strait of Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1932 2005
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity August mean Strait of Georgia gﬂrgarztllslgrintg reanng | ysup2 ALL 1934 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity August mean Strait of Georgia ':'rg:a&gr:i;g Spawning | 4sup2 ALL 1932 2005
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Sea surface salinity July mean Strait of Georgia xlgargfl&';rintg reanng | 4sup2 ALL 1934 2006
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity July mean Strait of Georgia ZE;?&Z%;S SpPawning | 4qube ALL 1932 2004
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity June mean Strait of Georgia xg;:f'&;rmtg reanng | gsube ALL 1934 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity June mean Strait of Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1932 2005
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity May mean Strait of Georgia ZE;?'&grintg reanng | ysub2 ALL 1934 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity May mean Strait of Georgia ':'rg:a&gr:i;g Spawning | 4sup2 ALL 1932 2005
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Sea surface salinity May-Sept average Strait of Georgia Migration to spawning 4sub2 ALL 1932 2005

habitat inventory

area-Marine
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Project : ; ; " Stock Min of Brood | Max of

Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface salinity September mean Strait of Georgia ZE;?&Z%;S SPawning | 4qube ALL 1932 2005
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface temperature April mean Strait of Georgia ':Irlge:ill\c;lgrintg reanng | gsub2 ALL 1935 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface temperature April-Aug average Strait of Georgia xlgargfl&';rintg reanng | 4sup2 ALL 1934 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface temperature August mean Strait of Georgia gﬂrgarztllslgrintg reanng | ysub2 ALL 1934 2007
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Sea surface temperature August mean Strait of Georgia ':Irlge:it}lzl:ir:g SPawning | 4qup2 ALL 1932 2005
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Sea surface temperature July mean Strait of Georgia xlgargfl&';rintg reanng | 4sup2 ALL 1934 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface temperature | July mean Strait of Georgia Mgrafon 1o spawning | 4sub2 ALL 1932 2005
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Sea surface temperature June mean Strait of Georgia ':Irlge:ill\c;lgrintg reanng | gsub2 ALL 1934 2007
habitat inventory
Lwr Fraser River and I .

12 Strait of Georgia = Sea surface temperature June mean Strait of Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1932 2005
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface temperature May mean Strait of Georgia gﬂrgarztllslgrintg reanng | ysup2 ALL 1934 2007
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia = Sea surface temperature May mean Strait of Georgia ':'rg:a&gr:i;g Spawning - 4sup2 ALL 1932 2005
habitat inventory
Lwr Fraser River and I .

12 Strait of Georgia = Sea surface temperature September mean Strait of Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1932 2005
habitat inventory
Lwr Fraser River and N

12 Strait of  Georgia = Solid waste disposed Lower Fraser Lower Fraser River Errgcs):that;utmlgratlon- 4sub2 ALL 1988 2004
habitat inventory
Lwr Fraser River and - .

12 Strait of Georgia | Solid waste disposed Strait of Georgia Strait of Georgia xg;:f'&;rmtg reanng | gsub2 ALL 1988 2004
habitat inventory
Lwr Fraser River and N .

12 Strait of Georgia = Solid waste disposed Strait of Georgia Strait of Georgia xlgar?&c;':i;g Spawning | 4qub2 ALL 1986 2002
habitat inventory

12 Lwr Fraser River and | ggjig waste disposed Strait of Juan de Fuca Strait of Juan de Fuca | Migration to rearing | ;o ALL 1988 2004

Strait of  Georgia

areas-Marine
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Project 5 ; ; " Stock Min of Brood | Max of
Nurae? Project Variable Subset Location Life stage Age Type Gaui Year Brood Year
habitat inventory
Lwr Fraser River and Migration t .
12 Strait of Georgia | Solid waste disposed Strait of Juan de Fuca Strait of Juan de Fuca | , r'ga'?,\jl‘;’:. 0 Spawning | yqp2 ALL 1986 2002
habitat inventory © ine
Lwr Fraser River and Smolt tmigrati
12 Strait of Georgia | Total dredge volume Lower Fraser Lower Fraser River F Oh tou migration- 4sub2 ALL 1968 2004
habitat inventory reshwater
Lwr Fraser River and Smolt tmigrati
12 Strait of  Georgia | Total farm area Lower Fraser Lower Fraser River F Oh tou migration- - 4sup2 ALL 1989 2004
habitat inventory reshwater
Lwr Fraser River and Migrati t .
12 Strait of Georgia | Total farm area Strait of Georgia Strait of Georgia arlgarz-ll\(jlgring reanng | ysup2 ALL 1989 2004
habitat inventory ©
Lwr Fraser River and Migration t .
12 Strait of Georgia = Total farm area Strait of Georgia Strait of Georgia |gra'\}|onl 0 Spawning | 4q b2 ALL 1987 2002
habitat inventory area-Marine
Lwr Fraser River and Migrati t .
12 Strait of  Georgia | Total farm area Strait of Juan de Fuca Strait of Juan de Fuca rlg a "8'” foreanng | 4qub2 ALL 1989 2004
habitat inventory areas-Marine
Lwr Fraser River and Migration t .
12 Strait of Georgia = Total farm area Strait of Juan de Fuca Strait of Juan de Fuca arlgar-ah;lgr:ino spawning 4sub2 ALL 1987 2002
habitat inventory © e
. . i Other North  Pacific Migration to spawning
99 Pink Salmon Pink salmon abundance ALL North Pacific Ocean area-Marine 4sub2 ALL 1948 2001
. . i Other North Pacific Migration to spawning
99 Pink Salmon Pink salmon abundance NE Pacific Ocean area-Marine 4sub2 ALL 1948 2001
99 Pink Salmon Pink salmon abundance  Russia Other North  Pacific | Migration {0 spawning | ;¢ o ALL 1948 2001

Ocean

area-Marine
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A3.5 Data Analysis
A3.5.1 Qualitative analyses

We have employed a series of integrative frameworks to illustrate potential cumulative impacts
of multiple stressors on Fraser River sockeye salmon over time and space. Where appropriate we
have taken a life history approach to cumulative impact analysis. The frameworks utilized are:
a) a weight of evidence framework for retrospective ecological risk assessment
b) a conceptual model comprising a life history diagram with the pathways of different
stressors (including both direct and delayed effects);
¢) a spatial life history diagram illustrating the spatial scale of the sockeye’s life cycle and
the location of different stressors (as data permits); and
d) an expert-driven evaluation of the relative likelihood of each given hypothesis, building
on the Expert Panel Report to the Pacific Salmon Commission on the Decline of Fraser
Sockeye (Peterman et al. 2010)

A weight of evidence approach to retrospective ecological risk assessment'®

Weight of Evidence
In the present project we apply a weight of evidence (WOE) approach to synthesize evidence

presented across the scientific and technical projects, incorporate new evidence generated by the
statistical analyses for select data put forth by the contractors for each project, and assess the
overall likelihood. Weed (2005) conducted a review of the concept of WOE and its associated
methods. He concluded that although the term is used throughout the scientific literature, it may
be used to represent many different types of methodologies from established formal methods to
informal metaphorical perspectives and that no common definition exists. Weed (2005)
emphasizes that given the variation in the use of the term, it is critical to define what “WOE”
means in the context of any given research project.

The two key objectives defining our WOE approach are:
1. Use the full breadth of evidence presented within the Cohen Commission projects.
2. Synthesize and evaluate the evidence within a logical and systematic framework.

' This section represents an expanded description of the Weight of Evidence Approach to Retrospective Ecological
Risk Assessment already presented in Section 3.3.5 of the main body of the report. The present section expands
upon Section 3.3.5, providing a much more thorough explanation of the approach, especially with regards to the
foundational literature upon which our approach is based. Consequently, the material in Section 3.3.5 is repeated
here.
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The objective of our approach is to use, wherever possible, all the major sources of evidence
brought forth by the investigations and analyses presented in the other Cohen Commission
technical projects. Whereas it is not realistic to use every single piece of evidence presented in
this body of scientific work, the intent is to incorporate the breadth of evidence presented,
recognizing that the weight of evidence synthesis cannot possibly capture the depth of evidence
presented within each project. However, this approach still requires the compilation and
synthesis of many different types of both qualitative and quantitative evidence (as described
above), available over varying timeframes. All of these lines of evidence are then examined and
presented within a logical and systematic framework. The structure of this framework is based
on the work of Forbes and Callow (2002) and Burkhardt-Holm and Scheurer (2007) on
Retrospective Ecological Risk Assessment (RERA) but further modified where necessary to
function within the constraints of the present project.

Retrospective Ecological Risk Assessment
One of the obvious but crucial attributes of RERA is that it is applied retrospectively to examine

adverse ecological impacts that have already occurred. RERA is intended for situations where
the evidence for ecological impairment already exists and a number of factors have already been
identified as possible causal agents. The objective of RERA is thus to evaluate how likely it is
that each of those potential causal factors may have contributed to the adverse ecological impacts
observed. However, there are usually many constraints and limitations on the quantity and
quality of evidence available to evaluate such ecological impairments. For ecological problems
the available evidence is often very limited and predominantly qualitative (Forbes and Callow,
2002). Quantitative data is usually short, incomplete, sparse, or simply non-existent, and where
limited quantitative data does actually exist, it is likely to be complex, variable, ambiguous,
and/or noisy, often making rigorous statistical analysis almost impossible (Forbes and Callow,
2002; Burkhardt-Holm and Scheurer, 2007). The available evidence is often correlative at best,
and further complicated by the interaction of multiple co-existing hypotheses and confounding
factors that are uncontrollable, or even unknown (Forbes and Callow, 2002; Burkhardt-Holm and
Scheurer, 2007). Given this context, the objective of incorporating WOE into RERA is therefore
to provide a framework in which to synthesize and evaluate the evidence that is available in a
manner that is transparent, systematic, logical, and less subjective (Forbes and Callow, 2002;
Burkhardt-Holm and Scheurer, 2007). The WOE RERA approach outlined by Forbes and Callow
(2002), which was subsequently adapted by Burkhardt-Holm and Scheurer (2007), therefore
appears to be an extremely suitable basis for the present work due to the following criteria being
well met:
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1. The adverse ecological impact has already occurred.
The focus of the Cohen Commission technical research projects is inherently
retrospective — Fraser River sockeye salmon productivity has been declining over
recent decades and the 2009 returns were exceptionally poor.

2. The evidence for this impairment already exists.

Data on the abundance Fraser River sockeye salmon recruits and spawners
confirms the declines in both returns and productivity.

3. Factors that could potentially be causal agents of this impairment have been identified.
The Cohen Commission identified a selection of broad factors that could feasibly
have contributed to the decline of Fraser River sockeye salmon, and within each
of the contracted scientific and technical projects a range of specific potential
stressors are identified.

4. The evidence available to evaluate the likelihood of each possible factor is limited.
Collectively, the evidence available with which to evaluate all of the factors that
may potentially have contributed to the decline of Fraser River sockeye salmon
reflect virtually all of the constraints and limitations described above.

A Method for Incorporating WOE Concepts into RERA
Forbes and Callow (2002) state that “the primary challenge in retrospective risk assessment is to

make best use of the available evidence to develop rational management strategies and/or guide
additional analyses to gain further evidence about likely agents as causes of observed harm”,
which precisely describes the challenge of the present project as well.

To address this challenge, Forbes and Callow (2002) present a framework to incorporate WOE
concepts into a RERA, based on earlier methodological linkages that had been developed
between human epidemiology studies and ecological studies. Their framework uses seven
sequential questions to systematically assess the available evidence on each potential causative
agent. These questions are situated within a flow diagram such that the answers can be used to
systematically assign a categorical likelihood (i.e. unlikely, possible, likely, or very likely) to
each potential factor. The overall approach is thus to: 1) formulate the problem, 2) screen
potential agents, and 3) focus future work. Forbes and Callow (2002) demonstrate their
approach using case studies of several distinctively different ecological problems. Burkhardt-
Holm and Scheurer (2007) use this method to assess the decline of brown trout in Swiss rivers
over the past several decades, but reconfigure the sequence of questions to better reflect the
situation of fish declines in Switzerland. They describe this approach as ‘“‘semi-quantitative
method for identifying causal factors are likely to explain adverse effects occurring in
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investigated ecosystems” (Burkhardt-Holm and Scheurer, 2007). This method both integrates the
available data and facilitates the summary and communication of results.

The WOE approach outlined by Burkhardt-Holm and Scheurer (2007) challenges the available
evidence for each potential factor with the following sequential questions. The answers to some
of these questions are necessarily site-specific, whereas others may be derived from a broader
range of similar case studies.

1. Plausible mechanism:

“Does the proposed causal relationship make sense logically and scientifically?”

2. Exposure:
“Is there evidence that fish population is, or has been, exposed to be causal factor?

e However, presence of a causal factor alone does not indicate exposure
e Exposure might not be proven but only suspected
e Exposure may be historical as well as current

3. Correlation/Consistency:

“Is there evidence for association between adverse effects in the population in the
presence of the causal factor, either in time or space?”
e Any type of formal relationship may be taken as evidence but statistical
correlation is preferable
e Recognize that correlation does not imply causation
e Acknowledge potential scale issues between potential stressors and ecological
responses
4. Thresholds:
“Do the measured or predicted exposure levels exceed quality criteria or biologically
meaningful thresholds?”
e Both current and historical exceedances of thresholds are relevant
5. Specificity:
“Is there an effect in the population gnome to be specifically caused by exposure to the
stressor?”
e Absence of a specific response does not prove a lack of exposure or impact
® Presence of a specific response is stronger evidence than absence

6. Experiments:
“Have the results from controlled experiments in the field or laboratory lead to similar

effects?”
e Results from controlled experiments are stronger evidence than observational
studies
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7. Removal:
“Has the removal of the stressor led to an amelioration of the effects in the population?”
e Response to a removal may be delayed rather than immediate
e Lack of improvement does not disprove the importance of a causal factor
¢ Affirmative results are stronger evidence than negative results

Adaptation of the Methodology to the Present Project
We have adapted this methodology as necessary in current circumstances. One of the important

limitations to our ability to apply this methodology in full is that we are applying this approach
retrospectively to a series of projects that themselves did not utilize such a framework. Therefore
it is not possible to satisfactorily answer all of the WOE questions within this framework because
it is not possible to answer questions that were not asked in the projects themselves.
Consequently, we have modified the structure by grouping questions 4-7 into a single question
covering all other evidence beyond question 1-3, as shown in Figure A3.5-1.

Within each life stage we examine the major potential causative agents identified within the
other Cohen commission technical research projects. For each stressor, we synthesize: 1) the
plausibility of each mechanism, 2) the evidence that Fraser River sockeye salmon have been
exposed to the stressor, 3) the evidence for any spatial or temporal correlation between the
stressor and the observed patterns in the Fraser River sockeye salmon and, where possible, the
observed patterns in non-Fraser River sockeye salmon, and 4) other evidence regarding the
potential impact of the stressor on Fraser River sockeye salmon (especially including any
information on question 4-7 above). Within each step of this evaluation, we emphasize both what
is known and what is not known, and within each life stage we identify the key things that need
to be known better. Based on the evidence available, a relative likelihood is assigned to each
broad category of stressor (e.g., contaminants, predators, etc.) at each life stage, according to the
framework shown in Figure A3.5-1. The conclusions from each life stage apply to the
contribution of each broad impact factor to the overall in the observed Fraser River sockeye
salmon. There may be cases in which the relative likelihoods of particular stressors do not all
align perfectly with the relative likelihood assigned to the parent stressor category. For example,
the evaluation of the overall impact of predators may not match the evaluation of particular
predators. There may also be cases in which the results from this evaluation framework might be
different for individual stocks. However, the focus of the present project is to evaluate the
likelihood that each broad factor has made a significant contribution to the overall observed
decline in the Fraser River sockeye salmon stock complex.
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Figure A3.5-1. Flow diagram used to assign the relative likelihood that a particular factor has made a substantial
contribution to the decline of Fraser River sockeye salmon, based on the answers to the questions used to
challenge the available evidence. This structure is adapted from Burkhardt-Holm and Scheurer (2007,
Figure 1).

Because this method is an inherently retrospective form of analysis, the results cannot be used to
predict the impacts that these factors may have in the future. Both Forbes and Callow (2002) and
Burkhardt-Holm and Scheurer (2007) emphasize that it is unrealistic to expect these methods to
be definitive in terms of ascribing causation. While such an approach may be able to explain
retrospectively which factors most likely contributed to past patterns of change in productivity,
the importance of particular factors may be more or less important in the future and will vary
within any given year in both magnitude and relative importance. Even if we had complete data
on all of the factors potentially affecting sockeye over the entire period of record for the stock
productivity data, we would not be able to predict in advance how these factors will combine in
the future to affect productivity.
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Conceptual model

In the U.S. Council on Environmental Quality’s handbook Considering Cumulative Effects
Under the National Environmental Policy Act (1997), it is suggested that conceptual models such
as network diagrams are “often analysts’ best method for identifying the cause-and-effect
relationships that result in cumulative effects.” Within such diagrams or models it is possible to
illustrate all relevant components and the linkages among them, with the further flexibility of
representing feedback loops where these relationships are known. Lorne Greig and Peter
Duinker, who have written extensively about cumulative effects assessment in Canada, stress
that an appropriate model is an absolutely key component of cumulative effects analysis and any
models utilized need to be represented explicitly (Greig and Duinker 2008).

This project uses a detailed conceptual model as a central framework to which subsequent
quantitative analyses and alternative qualitative methods can be connected. This provides a
common structure that can facilitate explicit linkages among a variety of analysis approaches.
The conceptual model is used to organize the complex relationships among factors and sockeye
salmon such that the quantitative analyses performed in this project and the synthesis and
discussion of evidence presented in other projects could be integrated into a singular life history
approach.

The conceptual model presented in the PSC Report was taken as a starting point (Peterman et al.
2010). This base model was then further modified based on expert feedback elicited from the
participants of the science workshop, data submissions from contractors and the technical reports
from each of the other projects. The final conceptual model is shown in Figure 3.3-1. Alternate
representations of this conceptual model were explored to improve clarity to a variety of
audiences.

Spatial life history diagram

One such permutation of the core conceptual model is a projection of the life history model onto
the Fraser River sockeye salmon’s geographic habitat range where particular stressors can be
represented at the scale at which they potentially affect Fraser River sockeye salmon (Figure 3.3-
2). This is a communication tool for illustrating the spatial scale of sockeye salmon’s life cycle
as well as critical geographic constraints to non-technical audiences.

The two approaches above represent a “bottom-up” perspective for exploring potential
cumulative impacts, detailing where different particular stressors impact sockeye in space and
time. These representations may show where or when sockeye may be exposed to single or
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multiple stresses simultaneously. These frameworks are also useful for representing potential
interactions or feedback loops among stressors.

Relative likelihood of given hypotheses

An alternative “top-down’ approach is to rely on expert assessment of the overall likelihood that
a particular factor has made a significant contribution to the decline in productivity of Fraser
River sockeye. This approach (building on many sources of evidence) was used by the expert
panel who wrote the PSC report mentioned above (Peterman et al. 2010). At the first workshop
for the Cohen Commission technical research projects, the scientific experts working on each
projects will examine the judgements made in the PSC report and (if warranted by new evidence
not considered by the PSC panel) make appropriate modifications. Further details of this
approach will be described in the report on the first workshop (Appendix 6).

A3.5.2 Quantitative methods
Solicitation of expert feedback

In early September we organized a meeting with Dr. Randall Peterman and Dr. Carl Schwarz of
Simon Fraser University to solicit their expert advice on potential analytical methods. The two
objectives of this meeting were to: 1) clarify questions regarding the evaluation of cumulative
and relative impacts; and 2) propose alternative methods for both evaluations, given the types of
data that we could expect to receive from each research project. The second objective was
approached via three distinct steps. Step 1 was to identify a broad selection of potential analyses
for further evaluation. Step 2 was to anticipate the types, quality and extent of data sets that
might be available from each research project in order to prospectively identify potential data
limitations. Step 3 was to critically evaluate each proposed method with respect to project goals
and anticipated data limitations. This evaluation process considered the data input needs, the
types of output results, the process feasibility, and the overall usefulness of each potential
analytical method. We then presented a draft analytical plan for review by rest of the Cohen
Contractors at the November 30-December 1 Technical and Scientific Research Projects
Workshop. The outcomes of these meetings shaped our analysis framework (Table A3.5-1) and
the data collection process Appendix 5.
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Table A3.5-1. Complete summary of analytical approaches considered, recommended priorities, and current status. For approaches applied in this project,
detailed methods are provided in this section.

Approach

Reasoning

Priority/Timing

Status

Conceptual Model

Provides a central framework to link both the qualitative
summary and quantitative analyses.

High/Early

Complete

Change-point analyses

Provides an objective stock specific assessment of changes
in trends over time (assuming the model is appropriate).
May be able to identify stock groupings with similar patterns
of change. This analysis was completed early in the project
as these data were available early.

High/Early

Complete

Correlation analyses /
Principal components analysis
(PCA)

These methods inform data reduction strategies that should
be completed prior to the multiple regression analysis. In
addition, they may provide insights into relationships among
independent variables.

High/requires
all contractor
data

Complete

Multiple Regression

Multiple regression is the best tool we have for addressing
the primary objective of this analysis (i.e., understanding the
cumulative and relative impact of all of the stressors).

High/ requires
all contractor
data

Initial analyses
complete, Much
more could be
done

Bayesian Belief Networks A BBN could be developed from the conceptual model Recommended | Beyond scope of
(Figure 3.3-1) to improve our understanding of the this project
cumulative impacts, interactions, and relative effects of
stressors across all projects.

Cluster analysis Each of these approaches was evaluated and rejected for at Not Not Applicable

Discriminant analysis or least one of the evaluation criteria identified above. recommended

logistic regression

Mantel’s i test

Attenuation analyses

Randomization tests

Path analyses

Structural Equation Modeling

at this time
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Change point analysis of productivity data

During the initial phases of this project, it was frequently stated that there had been declines in
productivity of Fraser River sockeye since the early 1990’s. Peterman and Dorner (2011)
explored the patterns of productivity in far more detail and now suggest there were in fact 3
periods of change. In parallel, we decided it was important to have an objective assessment of
when and how strong trends in each of the sockeye stocks were; hypothesizing that there may be
substantial differences among stocks in the timing and strength of declines in productivity. If
there were groups of stocks with similar behaviour over time, the similarities among those
particular stocks might suggest important factors. We completed these analyses very early in the
project as these data were available long before any of the covariate data from the other technical
reports.

Where time-series data are available, a regression model between time and the data set of interest
can be fit to assess whether or not there is a trend over time and to describe the nature of the
trend. Straight line models are easy to interpret as a trend can be estimated by the slope of the
straight line fit to the data (Equation A3.5-1). We fit a straight line model to the log, transformed
data for: a) the entire time series or b) segments of the time-series. A log, transformation is often
used to linearize exponential growth or stabilize variance typical of population data (Dixon &
Pechmann 2005). In many cases it may not be appropriate to fit a single trend line across the
entire time-series. There may be periods of either increasing or decreasing trend that do not
extend throughout the data set. In particular, it is of interest to understand what the current trend
is and when that trend began. Where a single trend line is not appropriate we try fitting a piece-
wise regression model where two lines are joined at a single sharp change point (Equation A3.5-
2) (Toms & Lesperance 2003). All possible change points are evaluated and the most likely one
(i.e., minimizing the sums of squares (SS) of the residuals) based on the data is selected. More
complex models are possible (e.g., more than two lines, curved segments rather than straight
lines), but are beyond the scope possible for this project given the time and budget. More
complex time-series methods that incorporate temporal autocorrelation are also beyond the scope
of this project.

Straight line v,= B, +Bx, +€& (Equation A3.5-1)
model:

This model fits a single straight line of best fit through the entire time
series of data.
e [ represents the slope of the line of best fit

Piece-wise yt={ B, +Bx +¢g forx, <a
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regression model: B, + Bix, +B,(x, —a)+e for x, > (Equation A3.5-2)

e 3 represents the slope of the line of best fit for the years prior
to the break point (a)

e (B, +f,) represents the slope of the line of best fit for the
years after the break point (o)

For each stock we fit both a straight-line model across the entire time series and a piece-wise
regression model. In both cases, usual model diagnostics were used to assess the fit of the model
(Draper and Smith 1998; Devore 1995). Examples of the figures we used to assess the model fit
are provided in Figure A3.5-1 (straight-line model) and Figure A3.5-2 (corresponding piece-wise
regression model).  If the diagnostics confirm the model is of an appropriate form, then we can
test the hypothesis that the slope of the line(s) is zero (no trend) or not.

These analyses provide information about trends and important ‘change points’ in time that can
be compared across stocks and stressors. We used In(R/S)* to provide a simple easy to
understand interpretation. This does not account for density dependence so density dependence is
one possible factor in explaining any patterns observed. Alternatively we could use the residuals
from the best fit model, which incorporates density dependence, and have also been provided by
Peterman and Dorner (2011).

R = Recruits (returning spawners that reached the spawning ground + harvested adult fish + returning spawners
that died between the Mission counting station and the spawning ground). S = Effective Female Spawners in the
parent generation that produced the returning spawners (generally four years previous). In = natural logarithm (base

e).
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Figure A3.5-1. This is an example of residual diagnostic plots used to assess the fit of a single straight line trend in
time across the full data set for Stellako productivity (i.e., In(R/S)). Notice the remaining pattern in
residuals when plotted against time (lower left panel); the later brood years are much more negative and
there appears to be a parabolic shape to the residuals suggesting a single trend line doesn’t adequately fit
the data.
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Figure A3.5-2. This is an example of residual diagnostic plots used to assess the fit of a piece-wise regression model
with two straight lines for Stellako productivity (i.e., In(R/S)). The most likely model suggests a change
point in 1985 (brood year).

Stock portfolio summaries

Schindler et al. (2010) found that stock composition plays an important role in the overall
variability of a regional stock complex (in their case Bristol Bay sockeye). In particular they
found that having a portfolio of many stocks results in less variability across the whole regional
stock complex, than if the portfolio was represented by only a few individual stocks. The Fraser
River Sockeye regional stock complex consists of 36 Conservation Units (CUs) (refer to the
Freshwater Technical Report (# 3) for CU status assessments). We were interested in finding out,
for the 19 stocks where we have data, how balanced the portfolio of Fraser River sockeye stocks
is. Additionally, we were interested to see whether that balance has changed over time. We used
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recruits for this analysis as we wanted to remove the harvest effect. First we plotted the most
recent complete data set for recruits (i.e., 2006) to see the current concentration profile (i.e., the
proportion of the total number of recruits by stock). Second we grouped the stocks into 5 time
periods (12 years / 3 brood cycles each) to see if the stock composition had shifted over time.
Stocks were averaged across the time period and then a cumulative sum of recruits by stock was
plotted for each time period. Two figures were generated: one with the y axis scaled to 1 and the
second with the y axis on the raw recruit scale. This approach clearly illustrates the number of
stocks that account for the majority of the recruits, but it does not inform us about which stocks
dominate or whether they have changed over time. Based on the knowledge that at least some of
the stocks (i.e., Lower Shuswap) have cohorts with very different sizes, we split the data set by
cohort to assess how the stock portfolios differed by cohort. We selected the eight most dominant
stocks across all cohorts and plotted these annually in a stacked bar graph, while the remaining
stocks were aggregated.

Multiple regression

Regression analysis was the primary focus of our quantitative analyses and the most complex
approach applied. This section begins with a high level summary of regression intended to
inform all readers (regardless of background) about the general approach and the limitations of
the analysis. We then provide detailed descriptions of our approach to: data reduction, creation
of model sets, candidate models, model structure, and model selection.

General approach

Multiple regression can be used to determine the relative importance of each covariate for
explaining the variability in sockeye productivity. Non-linear relationships between covariates
and sockeye productivity can be explored. Covariates that are hypothesized to have an additive
cumulative impact on sockeye productivity (i.e., each factor on its own may have an insignificant
biological impact but when encountered together the sum of the effects may be biologically
important) can be analyzed in groups rather than one at a time. Regression can also be used to
test hypothesized interactions between covariates (i.e., multiplicative cumulative impacts).
Multiple regression is valuable tool for addressing the primary objective of this analysis (i.e.,
understanding the cumulative and relative impact of all of the stressors).

Regression analysis is used to understand how different variables relate to one another. Typically
there is one response variable (i.e., dependent variable) of interest and one or more predictor
variables (i.e., independent variables or covariates). In this case the dependent variable is an
annual stock specific index of productivity. The independent variables are all factors identified
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as likely to be important by each of the other Cohen Commission Technical Reports (e.g., sea
surface temperature). Regression analysis entails specifying a mathematical model that describes
the functional form of the relationship between the covariates and the response variable and
using the observed data to estimate the parameters in the model.

Many different models are possible. For example, models may include different covariates,
linear and non-linear covariates, and/or interactions among different covariates. As long as there
are sufficient data, parameters for any model can be estimated but just because parameters can be
estimated does not mean the model is sensible. Not surprisingly there is a vast amount of
literature dedicated to the subject of model selection and comparison. We use the Burnham and
Anderson (1998) hypothesis-driven approach to model selection and inference. In hypothesis-
driven analyses, the only factors that would be allowed to enter the analyses would be those that
are connected to a logical, and in this case, biologically justified hypothesis. This reduces the
potential that some variables will emerge as significant simply by chance and not as a result of
any underlying mechanism, which is quite likely to happen in a project where there are large
numbers of covariates and hence potential models. Standard practice is to select multiple
feasible candidate models, fit each model (i.e., estimate the parameters), and then compare the
performance of each model. There are many approaches for comparing among models; we used
the small sample size corrected Akaike’s information criterion (AIC.) (Burnham and Anderson,
1998).

This project is unusual in its scope. While the response variable, In(R/S) is available for 19
stocks across B.C. and approximately 50 years of data are available for each stock, the number of
potential covariates is very large. A total of 126 quantitative and 5 qualitative data sets were
provided to us from the other technical reports (Table A3.4-9). We then calculated an additional
32 data sets from the originals. It is possible for a single data set to be linked to (i.e.,
hypothesized to impact) multiple life stages of Fraser River sockeye. In addition, there are up to
4 different age types (i.e., 4sub2, 5sub2, 4subl, and 3subl). These links are described in Table
A3.4-5 through Table A3.4-9 and result in a total of 1058 possible covariates to include in the
analysis. However, not all covariates are available for all years and stocks. Models can only be
compared using AICs when the models are fit using the same data. The implication of this is
that we cannot compare all models of interest on the full data set but instead must identify time
periods with complete data for different subsets of the covariates. For example, there is a small
subset of the covariates (e.g., sea surface salinity for the Strait of Georgia) that have data
extending back to 1950, but there are other covariates that only have data starting in 1996 (e.g.,
chlorophyll a). If we wish to compare models with these two covariates (i.e. salinity and
chlorophyll), we would have to either reduce the data set to those years with data for both
covariates (i.e. limit the model to 1996-present and sacrifice the earlier data for salinity), or
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exclude covariates with limited years of data (i.e. limit the model to only salinity and sacrifice
the extra covariate, but extend it back to 1950). Choosing any particular set of covariates forces
you to truncate longer time series to the length of the shortest data set. Choosing any particular
time period forces you to limit your analyses to those covariates with period of record that is
sufficiently long. We chose to evaluate different time-periods independently because each time
period presents a different trade-off between the length of the data and the number of covariates
that can be included. Within each time-period we generated different model sets. A model set
represents a set of covariates that have complete data over a specified period of time. Within
each model set, different models (i.e. combinations of variables) can be tested to determine their
ability to explain the observed variability in the dependent variable, sockeye productivity in this
case. Expressed another way, a ‘model set’ is simply a suite of candidate models within a given
time-period that are organized to address a particular question. For example, one question of
interest is whether factors affecting a particular life stage are more important than others. Most
projects or papers only consider a single ‘model set’ by this definition. However, the large but
incomplete data set combined with the range of questions this project attempts to address
required this additional layer.

Key points:

® Models may differ in the number and type of covariates, linear vs. non-linear terms, and
the presence of interaction terms.

e Many models are possible, but we should only test models that have biologically justified
hypotheses.

e In order to compare the relative performance of different models using Akaike’s
Information Criterion (AIC.), models should be fit using the same data.

e Comparison of AIC,. scores does not tell us the best model possible, but rather helps us to
understand the relative support for models we have estimated.

® You need more data (n) than parameters (k) in order to be able to estimate the
parameters. In addition, if the ratio (n/k) < 40, small sample size corrections should be
employed in the assessment of model fit (Burnham and Anderson (p76), 1998).

Data reduction

We had hoped there would not be substantial correlation among metrics from a single contractor
— one of the criteria specified was that the data metrics submitted should be independent.
However, we found that in many cases we received several correlated data sets (e.g., sea surface
salinities for 5 months). We first dropped any variable by life stage combinations where there
was not a reasonable hypothesis of a potential impact (e.g., we know that smolts are not in the
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ocean during a particular month). Where our knowledge of the biological relationships could not
reduce the number of variables we used a combination of correlation analysis and principal
components analysis to try to reduce the number of variables. We generated correlation matrices
and scatterplots for the longest time series of data sets where we expected correlation (e.g.,
multiple months of data for the same metric). Data reduction and interpretability are the primary
goals of a PCA. The idea is to try to determine which components explain the majority of the
total system variability. Although you may need many variables to describe all of the variability,
it is often the case that only a few are needed to account for most of the variability in the system
(Johnson and Wichern 2002). The outcome of PCA is an ordered set of components (usually a
small number explain most of the variability). Each component is a linear combination of all of
the variables. In most cases the loadings were spread pretty evenly among all months of data and
we simply chose to average across the plausible months. In a few cases, one or two months of
data were included separately.

Chlorophyll a
There were insufficient years of data to interpret correlations among chlorophyll monthly data

sets. Instead we decided to simply use both the April and May monthly means and ignored the
June-Sept values based on our understanding of the hypothesized relationship between
chlorophyll and ocean productivity during the period when smolts are leaving the Fraser river.
For Strait of Georgia we were provided with two different locations of data (Central and North)
but upon closer evaluation found that the Northern data set was far more variable (Figure A3.5-
3) and so selected the Northern data set anticipating that it would be a more useful predictor. We
recognize that this was an arbitrary decision but given the severe data restrictions and lack of
solid scientific basis for selecting one particular region or averaging the two regions, we decided
to use this approach for now.
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Figure A3.5-3. Average chlorophyll concentration measured at two different locations in the Straight of Georgia.
Each line represents a monthly mean for a given location. April — July means are shown for the
Northern location in black, and for the Central location in blue.

Sea surface salinity
We found several extreme outliers in the Queen Charlotte Sound sea surface salinity data set

(values exceeding 90) when the rest of the data set was around 30. We removed these values
assuming they were a data entry mistake as such values are completely unrealistic (Parsons et
al.1977).

Predator and alternate prey data
The technical report on predators (Christensen and Trites, 2011) provided a total of 21 data sets,

including: 7 bird data sets, 3 pinniped data sets, 2 fish predator data sets, and 9 fish alternative
prey data sets. The three species of marine mammal (all pinnipeds) for which data were
provided were used directly. However, it was less clear how to best incorporate the bird and fish
data. These data sets were selected by the authors of the predators technical report as being the
most relevant available data, but recognising they were not collected specifically for these
purposes and that other species may also be important (Christensen and Trites, 2011). In order to
reduce the number of variables in the model and yet still incorporate these variables we took
each data set individually and generated a new quantile based data set where the lowest 25 % of
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observations were given a value of 1, the highest 25 % of observations were given a value of 3

and the middle 50% of observations were given a value of 2. We then averaged these

standardized data sets across groups of similar species, hoping that we could identify years

where there were more than usual or less than usual abundance of a particular type of predator

(i.e. fish or bird) or alternative prey for a given life stage. Aggregate indices were only generated

for species that were hypothesized to impact the same life history stage (Table A3.5-2).

Table A3.5-2. Summary of the predator/alternative prey data provided and the reduced data sets actually used in the
regression analysis.

Hypothesized Hypothesized life stage(s) Data provided Reduced data set

mechanism

Predation Smolt outmigration Double Crested Quantile based aggregate

Cormorant index (2 species)

Predation Smolt outmigration Common Merganser

Predation Coastal migration Common Murre Quantile based aggregate

Predation Coastal migration Pelagic Cormorant index (4 data sets)

Predation Coastal migration Brandt’s Cormorant

Predation Coastal migration Gulls

Predation Upstream migration Bald Eagle Quantile based index

Predation Migration to rearing areas- Marine California sea lions No change, used raw
Migration to spawning area- Marine abundance data

Predation Migration to rearing areas- Marine Stellar sea lions No change, used raw
Migration to spawning area -Marine abundance data

Predation Migration to rearing areas- Marine Harbour seals No change, used raw
Migration to spawning area- Marine AT

Predation Growth and maturation — Marine Blue shark abundance No change, used raw
Migration to spawning area- Marine abundance data

Predation Migration to rearing areas- Marine Arrowtooth flounder No change, used raw

biomass abundance data

Alternate prey

All three mar